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Chapter 10: Ethical, Legal, and Regulatory Dimensions 

of Predictive AI       

10.1. Introduction 

Ethical, legal, and regulatory aspects of predictive artificial intelligence are examined. 

Predictive AI is used in sections 3, 4, 5, and 6, with cross-references in the respective 

ethical, legal, and regulatory subsections. Predictive artificial intelligence (AI) processes 

data to generate predictions about the future. Predictive AI technologies are evolving 

rapidly, with their range of applications expanding across sectors including healthcare, 

finance, education, defense, and employment. Several ethical, legal, and regulatory 

issues arise, including fairness, privacy, bias, transparency, accountability, and the 

impact on employment, social structures, and human decision-making. The ethical 

implications are particularly important in areas of high-stakes decision-making such as 

sentencing, policing, child protection, and border control. 

10.1.1. Overview of the Study 

The introduction presents a study that examines the ethical, legal, and regulatory 

dimensions of predictive artificial intelligence (AI). Predictive AI encompasses the 

algorithmic systems that use statistical models applied to data feeds to forecast future 

outcomes. Conceiving these systems requires conjoining two independent concepts—

prediction and artificial intelligence. Consider first prediction; the meaning is 

straightforward—the act of forecasting or conveying knowledge of an outcome, ever 

subject to risk. Historically, the selection of actions despite the uncertainty of life has 

relied primarily on luck or experience. To circumvent these limitations, a rational 

framework emerged based on a principled prediction of future events and associated 

risks. Humans have sought prediction as a tool to forecast financial risks and hone 

decision-making, for example, predicting the outcome of a race, in order to make a profit. 

So prediction has long played a role in risk-based decision-making processes. 
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10.2. Understanding Predictive AI 

Predictive AI aims to discern future possibilities by analyzing patterns, predicting 

outcomes, and anticipating the behaviors that underlie them. Algorithms generate 

foresight across sectors—health, education, the environment, commerce, transportation, 

and governance—examining patients, learners, products, weather, data, passengers, 

businesses, and voters. Stakeholders in the novel insights offered by predictive AI find 

themselves caught in new ethical questions, the demands of existing legal frameworks, 

and emerging regulatory efforts. Their concern is chiefly the set of assaults on the human 

condition indeed provoked by these intrusions. At stake is the identity of those who 

govern life on earth. 

 

Fig 10 . 1 : The Ethics and Governance of Predictive AI 

10.2.1. Definition and Scope 

Predictive AI encompasses the practices of artificial intelligence that relate to predictions 

about the future [1-3]. Today, these practices address a broad spectrum of needs, which 

include natural language processing, image recognition, movie recommendation, crime 
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prediction, decision-making support for military warfighting, and machine translation. 

It is thus not surprising that ongoing ethical, legal, and regulatory tensions appear across 

many sectors of society—commercial, military, and government—reflecting rather 

different needs, requirements, and policies. 

The ability of machine learning algorithms to recognize and act on patterns and correlate 

patterns deeply buried in data makes them uniquely suited for sensemaking, prediction, 

and forecasting. With the explosion in data availability and diversity, it is equally 

unsurprising that many companies and agencies seek to develop and apply AI. These 

applications promise tremendous benefits in many areas but pose equally disturbing risks 

to privacy and confidentiality, and the potential for encoding latent forms of racism and 

bias into algorithms that make critical decisions affecting socially disfavored groups. 

Current debates about Predictive AI seek to address these concerns through ethics, law, 

and regulation. 

10.2.2. Applications in Various Sectors 

Predictive AI spans a broad spectrum of applications, from targeted advertising and 

content curation for social media and e-commerce platforms to predictive maintenance 

in manufacturing and real-time demand forecasting in retail. There's also significant 

interest in leveraging predictive AI for critical decision-making contexts, including 

mortgage and credit approvals, employment and promotion determinations, student 

admissions and grading, crime prevention, and the allocation of medical resources. This 

wide range of operational uses has incited public concern regarding the deployment of 

predictive AI in decision-making scenarios affecting individuals' welfare and rights. 

Ethics, law, and regulatory considerations in artificial intelligence primarily focus on the 

algorithms employed, data used, and decisions made, irrespective of the specific case or 

sector. 

In an abstract sense, predictive AI involves training models on past data to identify 

patterns and predict the likely result of one or more actions chosen from a set of feasible 

actions, given the system’s state at a particular point in time. System definitions vary by 

domain: in medicine, the system state corresponds to the patient’s medical state or 

history; in client credit analysis, it denotes the client’s credit history; in allocation 

decisions, it reflects the set of requests for resources; and in content recommendation, it 

involves actions such as ranking and filtering delivered content. 
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10.3. Ethical Considerations 

Predictive AI, a branch of artificial intelligence that analyzes data, identifies trends, and 

forecasts outcomes, promises an era of radical changes by anticipating our needs and 

improving decision-making in areas such as climate change, security, and health. 

However, the transformative promise of predictive AI comes with significant ethical 

challenges that must be addressed for responsible development and deployment. 

The ethical considerations surrounding predictive AI encompass bias, fairness, 

transparency, accountability, and job displacement. Bias and fairness issues arise when 

AI systems inherit prejudices from their training data or algorithms, leading to 

discriminatory outcomes that affect individuals, groups, or society. Transparency and 

explainability are crucial to ensuring that AI-driven decisions can be understood and 

scrutinized by users and regulators; yet, the complex nature of some predictive AI 

models makes this difficult. Accountability concerns focus on determining responsibility 

when AI-driven decisions cause harm, especially in the absence of explicit human 

oversight. Lastly, the socioeconomic impact includes fears that automation could 

displace jobs, disproportionately affecting vulnerable communities and exacerbating 

inequality. As these ethical issues demonstrate, the path toward reliable and trustworthy 

AI technologies remains debated and unsettled. 

10.3.1. Bias and Fairness 

The continued improvement in AI predictive ability and the reliance on predictive 

models in more and more fields are bringing ethical, legal, and regulatory issues for 

predictive AI to prominence in both scholarly and public discussions. The unprecedented 

use of historical data when training models for prediction can cause bias and 

discrimination either against underrepresented populations or simply against those that 

differ in the historical period from which the data originate [3-5]. The use of black-box 

predictive models in domains such as criminal justice or credit lending raises concerns 

about transparency and accountability because the users of the models do not understand 

the predictions of the model and their reliability. 

This concern is shared widely among scholars and policymakers and has prompted 

numerous legislative efforts to require AI Explainability, whereby an explanation of the 

rationale for a particular decision is provided to the individuals that are subject to the 

decision. The continued improvement in AI predictive ability and the increased 

automation brought about by algorithms is also raising concerns about the future of 

employment and the effect that this can have on social disparities and economic 

inequality more broadly. 



  

147 
 

10.3.2. Transparency and Accountability 

Transparency and accountability are usually particularly difficult goals to achieve in 

predictive AI. While those working with AI may have a better idea about what they are 

doing and why they are doing it, those affected by the consequences of predictive AI 

rarely have that information and do not usually get it at all. For instance, Facebook’s 

proprietary algorithm for ranking and recommending content, based on user behavior on 

its platform, has a significant effect on users and society.  

 

Fig 10 . 2 : Transparency and Accountability in Predictive AI 

DeepMind’s Deep Patient AI model used electronic response data to predict patients at 

risk for a wide range of conditions—without full clinical approval or patient consent. 

Predictive AI measures fraud in financial systems without explaining decisions. 

Algorithms that recommend jobs “discriminate.” Attackers manipulate images in traffic 

sign recognition systems to cause havoc. Predictive AI ranks the likelihood of potential 

criminal acts to shape the screening of individuals in the criminal justice system—

reflecting and reinforcing racial and socioeconomic bias in the data. Spam detection for 

email sounds perfectly reasonable until, for some users, spam filters higher education 

offers in a good faith effort to help actually block critical messages of opportunity 
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entirely. Finding where existing agency authority is located, how it may be exercised, 

and the consequences of that exercise or overreach, is a critical element of the 

exploration of regulatory approaches to predictive AI. 

10.3.3. Impact on Employment 

Empirical evidence underscores predictive AI's role in augmenting human decision-

making and enhancing overall performance. The technology not only strengthens 

existing models but also improves accuracy and precision. For instance, in economics, 

predictive AI facilitates precise sales forecasting. In the realm of education, it helps 

anticipate potential student dropouts. Additionally, businesses leverage predictive AI to 

identify the most promising upcoming products or services. Despite these advantages, 

the technology can be misused. Wrongful implementation of predictive AI can result in 

discrimination and social injustice, particularly in sectors like recruitment, probation, 

parole, and sentencing. These concerns have spurred discussions about stringent legal 

and regulatory measures shaping the responsible evolution of predictive AI. In 

particular, the European Commission's proposal for an Artificial Intelligence Act 

exemplifies such regulatory foresight. 

10.4. Legal Frameworks 

The ability of predictive AI to forecast or estimate future products, services, or 

conditions represents a significant technological change affecting diverse societal 

sectors, including the arts, industry, commerce, employment, and education. The 

introduction of technology with such far-reaching effects invariably raises an array of 

novel ethical, legal, and regulatory issues. Recent widespread interest in AI has led to 

extensive publications examining these aspects from various perspectives. Predictive AI 

generates substantial collections of data on actual or predicted future results, outcomes, 

or choices in many different areas. Data protection legislation, such as the European 

Union Data Protection Regulation and Directive (GDPR), the EU Police Directive, the 

UK Data Protection Act 2018, and the US and other states' Data Privacy Acts, impose 

strict rules on the use of potentially personal data, whether obtained directly or through 

predictions. The exponentially increasing adoption of predictive AI in the arts 

exacerbates concerns about its impact on fair treatment, non-discrimination, human 

rights, and overall ethical conduct. 
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10.4.1. Data Protection Laws 

Data protection laws are paramount in governing predictive AI applications. The 

possibility of these tools perpetuating historical societal biases and misinformation raises 

questions about the protection of citizens' fundamental rights as enshrined in specific 

statutes. The European General Data Protection Regulation (GDPR) is particularly 

significant in this context, given its broad territorial and material reach. Fundamental 

rights such as the right to privacy and personal data protection, and the prohibition of 

discrimination establish the foundations for developing AI systems in an ethical manner. 

However, regulating AI systems adequately demands more than defining rights and 

fundamental freedoms. It also requires the protection of the actors behind AI operations. 

Intellectual property rights, particularly those related to trade secrets, grant AI 

developers—whether companies or individuals—the ability to keep their production 

methods, data, and algorithms confidential. Moreover, liability claims must be addressed 

in cases of malfunction that result in user or third-party damages. 

10.4.2. Intellectual Property Rights 

The legal implications surrounding intellectual property rights in AI have been a subject 

of in-depth exploration [6-8]. The relationship between AI and ethics has received 

extensive attention, particularly as algorithmic models grow in complexity. Predictive 

AI technologies employ intricate and computationally intensive algorithms, which often 

undergo fine-tuning after creation. This process blurs the line between authorship and 

ownership, enticing enterprises to protect their intellectual property. While software and 

source code constitute protected material, the underlying training data of the algorithms 

typically remains unshielded. Furthermore, it is not uncommon for organizations to 

expedite a series of similar models, each fine-tuned for different datasets and with 

respect to particular objective functions. 

When organizations submit patents or copyrights for an AI brain, questions emerge 

about the modifiability of that intellectual property by others. For instance, consider a 

company that produces an AI model for toxin detection. An independent party might 

implement an approval or oversight mechanism using such a brain. The idea of granting 

licensure for sale, transfer, or alteration is thus a legitimate concern. The primary 

challenges in the domain of intellectual property rights for AI revolve around ownership, 

usage restrictions, and licensure. 
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10.4.3. Liability Issues 

Liability issues in the context of predictive artificial intelligence (AI) present a complex 

and evolving challenge. The rapid development and sophistication of these technologies 

have surpassed the existing legal frameworks in various jurisdictions. Due to the 

autonomy and, in some cases, unpredictability of AI behavior and decision-making, it is 

often difficult to determine who should be held accountable when predictive AI systems 

cause harm or damage. This is further complicated by considerations such as the AI 

being "created" to mitigate risks associated with human errors and biases, and liberty-

oriented approaches that assign responsibility to individual users or subjects. The 

European Parliament has addressed these complexities, concluding that AI-generated 

damages fall under Article 17 of the 2016 Directive on Product Liability, which assigns 

indemnity responsibilities to device manufacturers. 

Fundamental questions arise, including whether existing liability rules should be adapted 

to better address AI-specific risks and, more broadly, how responsibility should be 

apportioned among the various participants involved in the production and introduction 

of AI systems into the market and society [1,3,5]. These issues are of paramount 

importance because addressing the repercussions of harm caused by any AI system is an 

essential step toward ensuring the responsible and safe development of the industry. 

Consequential liability issues depend heavily on the degree of AI integration and 

diffusion. Moreover, AI-specific regulatory proposals are still under discussion; for 

example, the last proposal for an Artificial Intelligence Act presented by the European 

Commission explicitly excludes rules on liability and damages. 

10.5. Regulatory Landscape 

Governments around the world have faced, and continue to face, many of the same 

ethical issues amid the rapid rise of AI. How can society ensure that any new technology 

is designed and deployed in an ethical way that remains faithful to its core values? 

Questions such as these have given rise to the field of AI ethics. While a dedicated 

discussion of AI ethics is beyond the scope of this study, it is nevertheless important to 

recognize that the regulatory dimension of AI is deeply intertwined with the ethical and 

legal challenges the technology presents. 

As with AI ethics, a legal discussion of AI lies beyond the scope of this study. Still, the 

central concerns of AI law are very related to those of AI regulation. The legal dimension 

of AI examines the interplay between existing laws and regulations on the one hand, and 

the ability of regulators and courts to govern emerging AI usage on the other. From an 

intellectual-property perspective, for example, researchers have sought to understand 

how such rights can encourage and protect AI-related R&D. Moreover, the black-box 
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nature of many AI systems challenges the capacity of courts to ensure accountability in 

the event of harm to third parties. Indeed, AI’s potential for automation and job 

displacement raises fundamental questions about the very right of workers to be 

protected against unemployment and underemployment. 

Predictive AI, possessed of knowledge about the potential consequences of decisions or 

actions in a variety of contexts, implicates the full range of ethical, legal, and regulatory 

concerns associated with AI generally. 

 

Fig 10 . 3 : Ethics, Law & Regulation in the Age of AI 

10.5.1. Current Regulations 

Although AI applications will require new regulations, they should be carefully balanced 

to ensure that the technology can still reach its full potential. Emerging regulatory efforts 

in AI include the European Union's Agreement on Artificial Intelligence Act and the 

California Consumer Privacy Act, both of which aim to not only regulate AI systems but 

also protect and guarantee people's fundamental rights[3,5-6]. Maintaining this 

protective stance is essential as AI technology permeates various sectors and 

applications. 

Regulatory requirements should also promote fairness and bias mitigation in AI systems. 

As predictive AI models become more capable and widespread, their deployment can 
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generate significant positive or negative social impacts. Therefore, societal protection 

emerges as a critical factor when establishing regulatory frameworks. 

10.5.2. Proposed Legislation 

Following the European Parliament resolution on creating a European approach for 

Artificial Intelligence adopted on February 26, 2020, the European Commission 

presented a comprehensive Proposal for a Regulation of the European Parliament and of 

the Council laying down harmonized rules on artificial intelligence. On April 21, 2021, 

the High-Level Expert Group on Artificial Intelligence (AI HLEG) provided the 

Commission with a second assessment report, identifying regulatory and non-regulatory 

actions and the policy instruments that can be deployed to address the key remaining 

challenges related to AI. The European Commission also published the White Paper on 

AI – a European Approach to Excellence and Trust in February 2020. 

On November 29, 2022, the UK Parliament– House of Commons Science and Tech 

Committee supported predictive AI systems but stressed the need for users to be 

informed about the accuracy of predictions. On January 14, 2023, the U.S. Department 

of Commerce published the National AI Initiative Act of 2020 (NAIIA, Pub. L. No. 116-

283), establishing a coordinated program across the entire Federal Government to 

accelerate AI research and application for economic prosperity. 

10.5.3. International Perspectives 

Ethical, Legal, and Regulatory Dimensions of Predictive AI outlines key challenges of 

predictive artificial intelligence from an international perspective. The rapid 

development of machine-learning models has enabled important progress in many areas, 

and Machine Learning as a Service has made it broadly accessible. These developments 

contribute to the full utilization of human potential. It catalogues key challenges raised 

by manufacturers, consumers, and users of predictive AI. These range from bias, 

discrimination, transparency, explainability, and accountability to the impact on 

employment and the distortions involved in trade secrets and copyrights. They also 

include privacy and data protection, as well as product liability, compliance with the 

GDPR, regulatory oversight, and public foundation models. 

The overarching discussion culminates with a review of how countries have begun to 

regulate AI in general and predictive AI in particular. The governance of predictive AI 

remains in flux, largely because the technology is still maturing and its applications 

continue to evolve, altering its ethical ramifications and legal risks. Recent changes are 

also poised to transform AI once again. 
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10.6. Future Directions 

Predictive AI is expected to play an increasingly important role in decision‐making in 

virtually all areas of socio‐economic life. At the same time, scenarios closer to an 

Artificial General Intelligence (AGI)—that is, an AI capable of skilfully accomplishing 

most economic tasks currently performed by humans—have also recently gained 

popularity and aligned their probability projections with those of more incremental and 

achievable targets. However, the time frame for reaching AGI remains highly 

speculative, and it remains an open question whether it is necessary to address the 

alignment and safety issues associated with AGI now or in the near future, or rather after 

the technology has been sufficiently developed. In either case, experience with AI safety 

measures, both technical and non-technical, as well as the ethical, legal, and regulatory 

challenges posed by predictive AI may prove to be invaluable for a smooth human 

transition towards AGI. 

Looking towards the future, it appears crucial to continue the active discussion of the 

ethical, legal, and regulatory challenges posed by predictive AI. Rapid technological 

development has underscored the importance of making progress in these areas to ensure 

accountability, fairness, and transparency of AI systems, thus a majority of the analysis 

and discourse is currently focused on these more immediate issues. 

10.6.1. Technological Advancements 

Generative AI models such as GPT-3 and ChatGPT have received considerable media 

attention and spurred lively academic debate about their ethical and legal challenges. 

These models are able to generate human-like texts, answer questions, compose poems, 

and translate languages. Their strengths and weaknesses have been corroborated by 

journalists, researchers, and users. However, the family of generative AI functions 

represents only a subset of the broader category of predictive AI systems. Predictive AI 

is AI-based software or hardware implemented in applications that are designed to 

generate inferences by identifying patterns in data about the past and present with the 

aim of accurately inferring data about the future. Predictive AI covers many more 

functions, including identifying fingerprints for crime investigation, detecting credit card 

fraud, or matching patients to treatments. 

Despite varying degrees of media visibility, predictive AI functions are already 

mainstays in many critical sectors: they are used to predict climate conditions, product 

demands, and economic activity; to assess a patient's risk profile; to police citizens; and 

to staff a company. Moreover, these functions will become increasingly accurate and 

reliable as current research feeds through generations of AI products. Ethics or regulation 

may currently appear of secondary importance, but an ethical and regulatory framework 
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that is fit for purpose could be instrumental in ensuring that the benefits of predictive AI 

applications reach society while minimizing their risks for citizens. 

10.6.2. Evolving Ethical Standards 

Ethical issues in artificial intelligence (AI) and especially predictive AI are some of the 

most challenging topics facing companies, governments, academia, and civil society. 

But perhaps no one is more challenged than the creators of the underlying models used 

in AI. AI modeling is increasingly based on large language models that induce 

individual-level predictions [7,9-10]. The models themselves have created a set of 

challenges surrounding explainability, fairness, bias, and discrimination. Disclosure 

rules for potential users of demographic or address-level tech products are being 

proposed in jurisdictions around the world in an attempt to alert users to biased or unfair 

outputs. And in some instances, the potential impact on employment and employee 

displacement is becoming a new area of inquiry. 

One of the challenges with black-box models is that poor decision-making cannot be 

easily explained or understood even post hoc. The input data may be skewed or biased, 

leading to issues of fairness and discrimination. The lack of explainability adds another 

layer of concern; the product user cannot judge the fairness or argument strength of the 

model’s prediction. Where AI models are used for lending, credit rating, or 

unemployment insurance, decision-makers can be challenged under human rights laws 

or — where model usage spills across national borders — international laws or 

agreements. Legislative discussions in jurisdictions around the world suggest that the 

growing regulatory concern with predictive AI is only just beginning. 

10.6.3. Global Regulatory Trends 

Although many countries have adopted comprehensive measures aligned with the EU 

analysed above, the United Kingdom’s AI strategy (UKG, 2021) does not mention the 

Adam Smith Institute Report’s findings on predictive AI and Human Rights co-

siderations. Similarly, the USA was slower to adopt a general regulatory framework. 

However, it was among the first to implement sector-specific AI regulations covering 

the employment and financial markets. Since 2023, the Office of Foreign Assets Control 

(OFAC) within the US Department of Treasury has begun to impose restrictions in 

relation to AI and the use of datasets subject to sanctions from the North Korean, Iranian, 

and Venezuelan regimes. 

Turning to Asia, Singapore was the first jurisdiction to adopt an AI governance model 

built on a human-centred approach. Its guide on governance and trusted use now forms 
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the basis of the ASEAN framework for AI governance, responsive to the cultural and 

policy needs of the region. In Japan, the Association of Finance Executives of Japan 

created an AI Code and Guidelines for the Financial Sector and the Japan Deep Learning 

Association laid out a governance framework for AI use in mitigating risks stemming 

from biases. Russia has enacted the Digital Financial Assets Law, governing the 

creation, issuance, circulation, and accounting of digital money and tokens (with three 

types of digital money defined). 

10.7. Conclusion 

Predictive AI can be defined as “a class of algorithms that identify data patterns and 

determine the likelihood of future outcomes and behaviors. Predictive AI systems use 

data, artificial intelligence techniques, and statistical operations to make predictions 

about probable future occurrences and contingencies.” Predictive AI is increasingly used 

to forecast future events and trends in many domains – from crime to retail sales, from 

loan default rates to the COVID-19 pandemic. Within the ecosystem of AI tools, 

generative AI systems have captured much of the attention, but the ethical, legal, and 

regulatory challenges created by predictive AI are at least as great. 

 

Fig 10 . 4 : Regulatory Coverage: Current vs Future 

Ethical considerations for predictive AI systems include historical bias and fairness, 

transparency and accountability, and the risk of displacing human workers. The existing 

legal frameworks that apply to these systems include data protection regulations, 

intellectual property policies, and liability concerns. Although some regulatory 

interventions already govern predictive AI, future legislative proposals are expected to 

cover a broader range of challenge areas. All of these challenges place executives and 
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policymakers in a difficult position. The issues are fundamental, there is no consensus 

on how to address them, and the stakes remain extraordinarily high. 

10.7.1. Summary of Key Findings and Implications 

Given the potential transformative power of predictive AI, it is inevitable that the ethical, 

legal, and regulatory issues it raises are complex and extensive. Despite numerous 

studies exploring these dimensions, the fast-paced technological development and 

commercial deployment of predictive AI make it impossible to establish mature 

solutions immediately. Indeed, the challenges remain so significant that scholarship 

continues to scrutinize the topic in depth. This study revisits those notes, concentrating 

on the final two aspects. The paper begins by clarifying the concept of predictive AI and 

highlighting key applications, thereby establishing a foundation for subsequent 

discussions. The resulting challenges in the realms of ethics, law, and regulation are then 

examined in turn. Finally, the note concludes by identifying future directions for further 

inquiry. 

Because of its ability to process new data, predict unknown values and events, and 

proactively support decision-making, predictive AI has become a pivotal element within 

AI. Many of the resulting applications are either already employed or poised for 

deployment in safety-critical, security-sensitive, and socially impactful environments. 

Although this research acknowledges the full spectrum of ethical, legal, and regulatory 

dimensions, it concentrates primarily on the latter two categories. In doing so, it 

synthesizes highlights from earlier surveys on ethics and the foundations laid in a 

preceding review of responsibilities and duties. 
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