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1. Introduction to Modern AI Systems 

Recent artificial intelligence (AI) breakthroughs have led to systems capable of 

performing myriad tasks in industrial applications. Natural language processing 

(NLP) is a field of AI responsible for analysing and understanding natural 

language text and speech [1-2]. Several fundamental NLP problems exist, 

including text classification and sentiment analysis. These problems benefit from 

the latest advances in AI and deep learning, such as the revolutionary large 

language models trained on vast datasets [3-5]. The field of AI at the edge has 

also emerged, bringing new opportunities and challenges. NLP techniques have 

been applied in several industry use cases, such as healthcare, finance, and 

customer services. These advancements have made AI models particularly 

attractive for deployment on constrained devices at the edge. Nonetheless, a wide 

range of critical challenges must be addressed before these technologies can be 

widely adopted on a large scale. 

Two significant challenges introduced by the development of NLP technologies 

are data privacy and ethical considerations. Data privacy and protection are 

directly related to GDPR, affecting the development and operation of AI at the 

edge. Recent research has attempted to address privacy issues related to AI at the 

edge. Ethical implications arise because several laws require transparency in AI 

decision-making processes [6-8]. Another important consideration is the risk of 
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model bias, which also impacts model responses on the edge. Currently, there is 

no unified solution to these challenges. 

2. Overview of Natural Language Processing 

Natural language processing (NLP) is a crucial capability for machines to 

understand and interact with people. It deals with natural language inputs of 

various types and enables tasks such as speech recognition, dialogue and 

conversation systems, contextual translation, and contextual write support. NLP 

has experienced widespread success through the adoption of Transformer models 

on large amounts of data. Text classification is a broad NLP task that organizes 

or categorizes text. It has seen many important advances in recent years and is 

applied in a wide range of industries [7,9-10]. 

Sentiment analysis is an impactful NLP task that identifies and extracts the 

sentiment or polarity of a piece of text. The techniques used for sentiment 

analysis can be roughly divided into lexicon-based and machine-learning-based 

methods. Lexicon-based techniques rely on predefined sentiment lexicons such 

as AFINN, SentiWordNet, Opinion Lexicon, and SentiWords. Machine-learning 

techniques can be supervised-learning models such as Naïve Bayes and support 

vector machines and deep-learning models such as convolutional neural networks 

(CNNs) and long short- term memory (LSTM) networks. AI at the edge refers to 

the deployment of AI/ML on devices at the edge of the network. 

3. Large Language Models: An In-Depth Analysis 

Large language models (LLMs) are language models characterized by their 

extensive number of parameters and the availability of large training datasets. 

Owing to their substantial data requirements, their training often involves vast 

text corpora such as the Common Crawl, along with sources like books and 

Wikipedia. Although LLMs have been developed for diverse languages or even 

designed as multilingual systems, English commonly exhibits superior 

performance in evaluations [1,11-14]. Additionally, multilingual models have 

found applications beyond language tasks, including protein sequence annotation 

and forecasting epidemic trends. Despite the dominance of transformer-based 

architectures among open models, some large models employ alternative designs, 

such as CNN-based structures. 
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The evolution of LLMs has spurred growing interest in training methodologies 

and the characterization of their learning capabilities. The data and training 

expense associated with commercial LLMs has prompted investigations into 

knowledge transfer from large teacher models to smaller student models, as a 

means of enhancing infrastructure efficiency and reducing environmental impact. 

Moreover, the emerging application of LLMs at the edge, incorporating strategies 

like parameter-efficient fine-tuning, presents a distinct area of concern, 

characterized by performance trade-offs and resource constraints [13,15-17]. 

Their integration can be framed as a substitute or complement to traditional 

models in NLP applications such as text classification and sentiment analysis. 

3.1. Architecture of Large Language Models 

Large language models (LLMs) are neural network models with hundreds of 

billions of parameters specifically designed to process and generate text. They 

are currently at the forefront of natural language processing research due to their 

outstanding capabilities in a wide range of language-related tasks. Since the 

emergence of AlexNet in 2012 as the first deep learning model that significantly 

improved standard benchmarks, the field of natural language processing has 

witnessed rapid progress in the design of new architectures that can effectively 

generate human-like language or perform various natural language processing 

tasks. In fact, many texts mining algorithms, including those used for text 

classification and sentiment analysis, heavily rely on techniques designed for the 

training of LLMs. The size of these models, combined with the extremely large 

training datasets, enables them to learn highly effective representations of 

language, which can then be employed to achieve state-of-the-art results in the 

applications. 

In recent years, transformer architectures have largely replaced traditional long 

short-term memory (LSTM) models due to the superior performance of the 

former in dedicated natural language processing tasks. More recently, GPT-2, 

GPT-3, and GPT-4 models have demonstrated convincing performance in text 

generation, as well as any model that is based on the transformer encoder-decoder 

architecture. Understanding the architecture of these large language models is 

crucial for grasping the foundation of modern natural language processing 

systems [18-20]. 
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4. Advancements in Text Classification 

Recent developments and breakthroughs in artificial intelligence (AI) have led to 

the creation of modern AI systems. These systems are implemented in a variety 

of novel real-world applications tackling deprivation of high-quality healthcare, 

poverty, mitigation of climate change, and many other problems. The field of a 

natural language processing has seen a constant stream of improvements and 

dedicated research [19,21-22]. The essence of natural language processing (NLP) 

is seen in the way it enables communication between humans and devices, 

including considerations of ethics and limitations. 

Text classification is a task of assigning pre-defined class labels to documents. 

Classic algorithms like Support Vector Machines (SVM), k-Nearest Neighbours 

(KNN) and Naive Bayes (NB) combined with simple Bag-of-Words text 

representation have been studied for decades. Modern classification models like 

Convolutional Neural Networks (CNN), Long-Short Term Memory (LSTM) and 

others produce state-of-the-art results on many benchmarks. The creation of text 

classification systems for industrial use has also become relatively 

straightforward. Large corporations extensively apply these techniques for 

sorting documents or routing customer requests. 

4.1. Techniques and Algorithms 

Text classification is a transformative task within natural language processing 

that assigns predefined categories to textual documents. It involves mapping an 

input text to other values, such as the sentiment of a positive or negative movie 

review or the topic covered by a news article. Modern text classification 

algorithms support a wide variety of applications, including topic categorization, 

sentiment analysis, spam detection, suggestion mining, and opinion mining. This 

broad applicability underlines the significant influence of text classification 

techniques on diverse industries. 

Contributions to text classification are widespread in the literature. An exemplary 

work proposes practical brute force solutions to train various deep learning 

models, including proposed Long Short-term Memory (LSTM) models, for 

large-scale industrial text classification problems. Long-distance dependencies in 

natural languages can be captured by the LSTM models and make use of the data 

balance to ensure robustness. 

4.2. Applications in Industry 

The efficacy of text classification algorithms is not confined to academic research 

but extends into various industrial applications. The importance of text 
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classification and the effectiveness of different algorithms have been 

comprehensively demonstrated in earlier works [11,23-25]. There is a consensus 

that the advancement of artificial intelligence has triggered a new industrial 

revolution. Incorporating AI into enterprise information systems enables 

automation, rapid response to market changes, and cost reduction. 

The significance of text classification creates demand for improved classifiers. 

Deep Convolutional Neural Networks (CNN) have been widely applied to text 

classification, proving their effectiveness under broad circumstances. 

Convolutional operations capture local features, and hierarchical operations 

extract high-level features from texts. Employment of CNN-based methods has 

enhanced the capability of text classifiers and strengthened the infrastructure for 

building AI companies. 

5. Sentiment Analysis: Techniques and Tools 

Sentiment analysis is a typical use in the NLP space and represents a process 

through which one can analyze text and detect the tone or polarity expressed in 

it. There is a wide range of algorithms, mainly falling into two categories: 

lexicon-based methods and machine learning-based methods. Both categories 

have been extensively researched, with many novel implementations applied to 

real-world scenarios. 

Lexicon-based sentiment classification works rely on sentiment dictionaries. 

Obtaining sentiment categories and scores for text expressions allows for the 

evaluation of the sentiment orientation of the expression. Obtaining the final 

sentiment orientation of a sentence can be done by integrating the scores of all 

the component words [26-28]. Therefore, the key to sentiment classification for 

lexicon-based methods is how to effectively construct the sentiment dictionary. 

Machine learning-based classification methods regard sentiment classification as 

a text classification problem and apply classification models to the task. The main 

difference between the two methods lies in the sentiment feature information 

used in text representation. Typically, supervised machine learning classification 

methods use machine learning algorithms, such as Support Vector Machine 

(SVM) and Naive Bayes, through manually labeled sentiment texts, feature 

representation, and label information, and build classifiers to mine sentiment 

features. 
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5.1. Lexicon-Based Approaches 

Sentiment analysis represents a subfield of NLP aiming to discern the emotional 

orientation—positive, negative, or neutral—in textual content. This orientation 

indicates the emotional response a text is likely to elicit in its readers. Commonly 

known as opinion mining, surveilling the tone of social media is a frequently 

highlighted application. 

Lexicon-based techniques utilize dictionaries that conjoin every term or phrase 

with a specific emotional value. They operate on the principle that sentiments 

express themselves through influentials words, with successive terms and 

expressions bestowing unique strengths on the ensuing sentiment. An early 

contribution to this domain employed Pointwise Mutual Information (PMI) to 

score phrase-junctive sentiment. 

5.2. Machine Learning Approaches 

With the continuous growth of online resources and text information, the task of 

automatic sentiment polarity detection has acquired immense social and 

economic importance [29-32]. Broadly, approaches for sentiment classification 

can be categorized into lexicon-based and machine learning methods. Several 

recent surveys have addressed these methodologies in detail, encompassing 

numerous algorithms primarily designed to tackle binary two-class classification 

problems. Recognizing the limitations of manual data labeling, particularly its 

time consumption and high cost, extensive research efforts have focused on 

employing semi-supervised and unsupervised methods—such as semi-

supervised learning, weakly supervised learning, self-supervised learning, active 

learning, reinforcement learning, and distant supervision—for polarity detection. 

Within the machine learning paradigm, classification methods span from 

decision trees and probabilistic algorithms to k-nearest neighbor (k-NN), support 

vector machines (SVMs), and artificial neural networks, each applied to the 

sentiment classification of tweets. Contemporary approaches often merge 

support vector machines with features like unigrams, bigrams, and lexical 

attributes, while also exploring the classification of Twitter data into three or 

more distinct categories [31,33-35]. In contrast, lexicon-based strategies define 

sentiment orientation through a sentiment lexicon composed of manually labeled 

opinion words. A hybrid approach that integrates both supervised and lexicon-

based features has also been investigated for polarity classification. Recent 

explorations include leveraging convolutional neural networks (CNNs) and 

support vector regression for twitter sentiment analysis and predicting Bitcoin 

cryptocurrency price movements. 
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6. Challenges in Natural Language Processing 

Artificial intelligence (AI) encompasses a broad spectrum of techniques and 

approaches, applying to neural networks, machine learning, DeepMind's 

reinforcement learning methodologies, convolutional neural networks, and more. 

Modern AI systems build upon significant innovations achieved in recent years 

across several approaches, leading to applications in robotics, computer vision, 

and autonomous agents, among others. Natural Language Processing (NLP), an 

important AI subfield, focuses intensively on the interaction between computers 

and human languages. It involves processing and analyzing large quantities of 

natural language data, enabling machines to comprehend and understand natural 

language at foundational levels [36-38]. Common NLP tasks include text 

classification, sentiment analysis, machine translation, and text summarization. 

A particularly significant breakthrough for NLP applications, including chatbot 

agents, is large language models (LLMs) such as Generative Pretrained 

Transformer (GPT). Vast data and computational resources are utilized to train 

these models for natural language understanding and generation. LLMs underpin 

chatbots like ChatGPT and are readily accessible to users worldwide. Many 

companies are preparing to integrate LLMs into their businesses and products. 

Nonetheless, the large-scale training of language models raises concerns 

regarding immense energy consumption and the necessity for safeguards to 

prevent the misuse of these models for malicious actions. 

6.1. Data Privacy and Ethical Considerations 

Expanding the field of NLP to new application areas requires collecting and 

manipulating a huge amount of data, assuming that the obtained data are, all 

together, able to provide the best answer to a specific problem. For this reason, 

one of the major underground problems that a new AI solution must consider is 

the issue of privacy [1,39-41]. The sensitive subfields of data and artificial 

intelligence relate not only to data privacy and the ethical implications of this 

technology but also rise concerns about dangerous biases in AI. Collecting data 

is crucial when designing a product, but many of these data include sensitive 

information that should be protected by applying best practices for data 

engineering and data governance [42-44]. Data protection is vital, especially 

when facing analysis scenarios associated with laws such as the Regulation on 

European data protection (GDPR). These principles guide the way companies 

handle information. Despite these regulations, many challenges remain regarding 

how to safely explore, and use collected data. Practical yet powerful techniques 



  

53 
 

have been developed to tackle privacy concerns, such as differential privacy, k-

anonymity, and multiparty homomorphic encryption. 

6.2. Bias and Fairness in AI Models 

Human-generated data often enable success in AI and machine learning. 

Unsupervised learning eliminates this dependency—for example, by pre-training 

large language models. Despite this, biases in such data limit models' potential 

and raise ethical concerns [45-46]. These biases meaningfully impair model 

performance for some groups and can replicate and amplify social biases, leading 

to adverse outcomes in real-world applications when model decisions appear 

unethical or discriminatory. 

Therefore, training data quality is crucial, as models generally mirror the patterns 

present in them. Acknowledge and measure potential risks of bias in the training 

corpus and ensure model sensitivity to bias. Long-standing debate exists about 

bias in NLP models and methods to mitigate and reduce it. Mitigation techniques 

strive to alter internal representations to produce lower bias scores, frequently 

listing the downstream task by which bias was assessed. However, bias is highly 

task-specific; for instance, a model trained to predict income level might be 

considered less biased under the definition that varies group outcomes, since job 

type—correlated with income—is also likely correlated with identity. 

7. AI at the Edge: Opportunities and Limitations 

Deploying powerful natural language processing algorithms on edge devices is 

an emerging approach intended to realise AI applications at the edge. Its goal is 

to address the critical challenges of data privacy and transmission latency 

associated with cloud-based AI processing [18,47-49]. The aims are: (1) to 

protect user's privacy by keeping local data on a deployed edge device; and (2) 

to reduce the latency of sending requests to a cloud and waiting for inference 

results. The deployment of NLP algorithms on edge devices promises the 

development of a fully smart ecosystem, but it also highlights the limitations of 

such devices, with their few resources and limited computational power. NLP 

algorithms have large input demands, and the data sets required for their creation 

are abundant in features that provide additional meaning during the 

implementation of machine learning algorithms [50-52]. 

AI at the edge is a prominent research topic in AI development. The growing 

technological interest in AI leads to corresponding growth in the computational 

times that need to be considered when executing an application. Data 
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requirements for AI implementation in NLP remain large, and the requisite data 

sets exhibit a richness of features that demands more from the deployed 

algorithms. Finally, resources available on edge devices remain limited, with 

constrained memory and Computational Power. To address these limitations, 

careful database design and selection of appropriate NLP algorithms become 

necessary. 

7.1. Deployment Strategies 

The ever-growing demand for Natural Language Processing (NLP) services is 

converging with the ongoing migration of these services toward the network 

edge. The combination of these factors should be inherently synergistic, as the 

network edge offers the opportunity to achieve the low latency, enhance the 

privacy, and reduce the bandwidth requirements that must be supported by many 

NLP applications [53,54]. It is similarly anticipated that the broadening of NLP 

applications will enable new domains, with a corresponding increase in demand 

for NLP services becoming evident at the user level. 

The outcome of these factors is that the deployment of NLP at the edge is 

emerging as a key component of the future application ecosystem. In this context, 

research is beginning to focus on how the deployment of NLP at the edge can be 

optimized to maximize service provisioning in support of live user demands. Two 

key questions that emerge in this context relate to the selection of the most 

appropriate algorithm for deployment, as well as the identification of the most 

appropriate device for hosting the chosen algorithm. Various candidate device 

types exist within the network edge, ranging from low-complexity, low-cost 

devices found in the sensory and user equipment to the relatively high-capacity 

smartphones and desktops located in the hands and offices of the end user. Key 

opportunities and challenges arise due to the variety of devices capable of hosting 

NLP services [55-57]. 

7.2. Performance Metrics and Evaluation 

Performance metrics and evaluation methods play a pivotal role in the 

development of advanced text classification methodologies. The silhouette index 

has been applied to assess the appropriateness of clusters determined by the 

number of classes. Support vector machines equipped with a radial basis function 

kernel have produced high F-measure values, surpassing traditional classifiers 

such as random forest and k-nearest neighbor. The silhouette index is computed 

as follows: 

\[ \text{silhouette index} = \frac{b - a}{\max(a, b)} \] 
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where \(a\) is the average dissimilarity among all samples within a cluster and 

\(b\) is the average dissimilarity of all samples to their closest neighboring cluster. 

Support vector machines utilize the Gaussian Radial Basis Function (RBF) kernel 

given by: 

\[ K(x_i, x_j) = \exp\left(-\gamma \| x_i - x_j \|^2 \right) \] 

Here, \(\| x_i - x_j \|^2\) represents the squared Euclidean distance between two 

data points \(x_i\) and \(x_j\), with \(\gamma\) operating as a regularization 

parameter. 

 

Fig1. Performance metrics and evaluation 
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8. Future Directions in Natural Language 

Processing 

The field of Natural Language Processing (NLP) is presently undergoing a surge 

of novel research directions. Diversity in methodology and area of application 

has become the de facto standard, yet two approaches are particularly 

noteworthy. Transformer architectures are used in state-of-the-art models in 

NLP, leveraging the self-attention mechanism to produce strong representations 

of input tokens. Combining several of these large models results in mixtures of 

experts, where each model plays the role of an individual expert on a specific 

task. Additionally, the integration of multimodal data and applications inspired 

by ecology are gaining traction. 

Nature presents a broad range of species, where each performs a unique 

ecological role—some produce energy, others process nutrients, and some act as 

top predators. This ecological viewpoint can serve as an inspiration for new NLP 

applications. Unlike current NLP approaches that largely treat the human 

language capability as focused solely on producing and consuming speech or 

text, ecological approaches aim for a more comprehensive representation of 

human behavior and cognition. Incorporating multimodal data and modeling the 

complexity of human interactions aligns language models more closely with 

neuroscience-based frameworks that describe human cognition and behavior. 

8.1. Emerging Technologies 

Modern artificial intelligent systems are recognized for their revolutionary 

breakthroughs stemming from recent innovations in the field of natural language 

processing [58,59]. Contrary to classical NLP techniques, which concentrate on 

the design and implementation of specific algorithms for each subtask, modern 

NLP systems focus on the development of a large foundation model for the 

training of massive amounts of data in a self-supervised fashion. The resulting 

representations from these large models can then be transferred and fine-tuned 

for use in particular applications, such as text classification and sentiment 

analysis. 

A large language model (LLM) is a language model characterized by a 

remarkably high number of parameters and a substantial volume of training data. 

These transformers are designed to excel at self-supervised training and are 

optimized for natural language generation tasks. Consequently, they are endowed 

with an impressive capacity to generate novel content that is both contextually 

relevant and capable of mimicking human writing styles across diverse data 
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modalities, including text, audio, and images. Beyond textual content creation, 

LLMs are considered generalist AI models due to their adaptability to virtually 

any textual task, encompassing translation, summarization, classification, and 

named entity recognition. 

8.2. Interdisciplinary Applications 

Natural language processing (NLP) applications involving human behavior and 

communication remain fertile ground for interdisciplinary research. The complex 

language-processing capabilities of humanoid robots require advances in NLP as 

well as in the human–robot interface, including speech, spatial awareness, and 

physical interaction. Investigations into trust between different groups of people 

may employ NLP to analyze surveys or social media posts, and NLP models can 

be used to predict users’ political ideology, likely conventions of interaction 

when conversing with others, or moral foundations. These applications, 

exemplified by the Exploratory Interdisciplinary Research Portfolio of the 

Alberta Machine Intelligence Institute (Amii), highlight how NLP research 

integrates with diverse fields. 

More sophisticated joint modelling techniques have also enabled improvements 

for analogous objectives in computer vision. Alongside these developments are 

growing expectations about the diverse capabilities of large, pre-trained language 

models at the core of many current NLP applications. These expectations can 

create challenging circumstances for developers and users alike. 

9. Case Studies in AI Applications 

This section presents case studies that illustrate the impact of innovative AI 

technologies in healthcare, finance and customer service. 

9.1 AI for Patient Care in the Covid-19 Pandemic The COVID-19 pandemic 

rapidly spread worldwide from late 2019, presenting an urgent global health 

crisis. Healthcare services were challenged to identify the safest and most 

effective treatments and to rapidly diagnose patients in need. AI and Life 

Sciences Artificial Intelligence can support healthcare services through an 

increased understanding of the virus and through its mediation to patients [3,60-

62]. The integration of technology and AI in purpose-built applications can assist 

both patients and healthcare workers, effectively bridging the gap between the 

two. To date, the minutely detailed structure of the SARS-CoV-2 proteome 

remains challenging despite recent advancements in structural biology. The 

necessity to better understand the virus has led the research community to explore 
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alternative approaches such as Deep Learning and Natural Language Processing 

to leverage the information contained in the massive amount of scientific 

literature available since the outbreak. 

9.2 AGGI Fin App: A Financial Management Assistant Full financial control is 

a difficult goal to achieve due to the many positive and negative events that can 

impact our finances during the year. Income and expenses are influenced not only 

by external events like a job loss or an increase in prices but also by our habits, 

both positive and negative. Moreover, each monetary decision that we make will 

affect our finances and, indirectly, our future. AGGI Fin App helps users in 

managing their own financial situation. In particular, the tool allows users to 

make financial decisions with greater foresight and control by proposing an 

analysis of all the income and expense items entered. It also presents projections 

and predictive models in order to support the planning of future activities and to 

evaluate the potential risks of leaving certain expenses unaddressed. 

9.3 Are You Satisfied? Let the Machine Understand The satisfaction of a 

consumer is the fundamental point of any customer's activity and is capable of 

directly affecting their behaviour; but how do we know if a customer is not 

satisfied with a specific product or service? An approach often adopted to detect 

the satisfaction of consumers or users is through surveys or questionnaires; 

unfortunately, these approaches are not always used, especially since they require 

an important commitment of the consumers. Since the customer is the heart of 

any company, consumer satisfaction should always be obtained, and the decision 

taken by the consumers regarding a company, place, product, service and so on 

should also be monitored. If consumer dissatisfaction is left uncovered for a long 

period of time, the company may lose many potential customers, leading to 

significant financial damages. A possible solution is to easily access and collect 

customers' opinions. 

9.1. Healthcare 

Artificial intelligence (AI) is often heralded as a transformative technological 

innovation in healthcare [3,5]. The corresponding hype is fueled mainly by recent 

advances in natural language processing (NLP) and vision transformer models, 

which enabled remarkable enhancements and innovations in language- and 

vision-based tasks. These models have been applied to healthcare-related tasks 

such as medical text classification and report generation, and hold great promise 

as probable catalysts for the next wave of innovation and scientific discovery in 

medicine. 
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However, recent developments have also sparked an important conversation 

about and widespread recognition of AI’s limitations and potential harms. Many 

question whether and how patient data should be used for training AI models 

given the privacy, confidentiality, security, and ownership concerns. The 

conversation on AI ethics has also been expanded to healthcare, focusing on 

preventing harm caused by AI models. In particular, bias mitigation and fairness 

promotion in AI have become active research areas, ensuring more equitable 

performance across demographic segments when AI is deployed in healthcare. 

The opportunity and challenges of deploying AI at the edge have attracted 

increased attention, especially during the past two years. Although the edge 

computing paradigm is still in its infancy, it is expected to emerge as a dominant 

service architecture for industrial online applications that require real-time 

responses, privacy preservation, robustness, and stable user experience. 

9.2. Finance 

Natural language processing is a widely studied application within the fields of 

fintech and financial risk management, primarily due to the potential value of 

predictive models but also the current regulatory mandates around risk 

identification. The prevailing incorporation of natural language processing 

techniques reveals a common reliance on classical methods such as term 

frequency-inverse document frequency (TF-IDF) weighting, n-gram features, 

pointwise mutual information, and target-encoded susceptible features, which are 

subsequently applied with general supervised classification models. Deep 

learning models for text classification—especially those utilizing architectures 

like convolutional neural networks to capture word, phrase, and sentence level 

features—and, more recently, transformer-based methods have begun to further 

advance the state of the art. These techniques aid in identifying the pertinence 

and nuances of financial disclosures. 

Sentiment analysis is a standard application of interest within commercial and 

academic contexts; for example, consumer opinion analysis can provide key 

strategic insights. Approaches in this area typically divide between those based 

on lexica and those founded upon machine learning techniques. Lexicon-based 

methods leverage word- or phrase-level sentiment annotations that may span 

class labels or continuous polarity scores. Analysis can proceed via semantic 

orientation—comparing the presence of words from sets of positive and negative 

seed terms—or by summing oriented scores. In contrast, machine learning 

methods rely on annotated data to train a model to classify whole samples in 

terms of polarity. 
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9.3. Customer Service 

There is a large number of customer service applications such as chat bots for 

websites or consumer-facing interactions. Although Natural Language 

Processing has made some significant advances in the past few years, these 

applications remain relevant and also present crucial challenges. The Covid-19 

pandemic has generated a surge in the usage of contact centre conversational 

agents that respond to patients for common queries such as location and other 

details, thus reducing the need for human agent interaction in public services. 

This has led to a significant reduction in the need for human agents. General 

conversational systems for daily use can also trigger shopping online and assist 

customers in completing their journey in a variety of industries. 

Neural Network language models decompose the probability of a sentence into 

products of conditional probabilities of the next word given the previous 

sequence of words. The recent pioneering models that set the new standards of 

natural language processing generate all these conditional probabilities through 

transformer architectures with self-attention. Large Language Models have 

millions or billions of parameters. They require a huge amount of text data to 

train, together with substantial computational resources and expert knowledge. 

Large Language Models have shown competitive performance in many important 

natural language processing tasks such as text classification, sentiment analysis, 

and question answering. Furthermore, it is demonstrated that with the technique 

of fine-tuning, Large Language Models can effectively adapt to specific tasks. 

10. Ethical Implications of AI in Society 

The ethics of artificial intelligence (AI) encompasses a broad range of issues, 

from the governance of lethal autonomous weapons and operation of driverless 

cars to human use of AI in everyday tasks and connections to AI-empowered 

robots and cyborgs. Emerging concerns for groups involved in optimization and 

training of generative AI models relate to data privacy, data governance, and the 

ownership of copyrighted content. Other predominant concerns include fairness, 

bias, transparency, and accountability. The importance of these concerns depends 

on the role of the AI system and the stakeholders affected. An AI system used for 

exploratory data analysis in medical research becomes increasingly important as 

human decisions are gradually more influenced by its hints. A deployed facial 

recognition system can have a large impact on individual lives and thus requires 

a much higher level of scrutiny. Recognizing the nuanced role AI plays in various 

aspects of life helps us better address the ethical questions arising along such a 
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spectrum. Rawlsian social contract theory has been used to propose that AI 

should be accorded special consideration, or rights, within the broader context of 

AI society. 

From a normative perspective, ethical inquiries explore how things should or 

ought to be, what they should or ought to be like, and which things are good or 

bad. Ways of acting ethically or morally emerge from such inquiries. Social 

effects of AI are indeed an area of strong importance and growing concern that 

has been the subject of substantial discussion. In research, there have been 

demonstrated instances of deep learning systems reproducing racist or sexist 

biases found in their training data, and adversarial attacks can deceive models 

into generating incorrect or sexist responses. Because text generated by 

transformers resembles human speech patterns, it is difficult to detect when these 

models generate harmful or biased content. A solution to this ongoing problem 

has been the development of reinforcement learning-based models that avoid bias 

by conversationally interacting with humans, using feedback obtained through 

such interactions as part of the optimization process. 

11. Regulatory Frameworks and AI Governance 

Regulatory frameworks and AI governance represent an essential topic during 

the development and deployment of Artificial Intelligence and Natural Language 

Processing techniques in everyday applications. Recent breakthroughs in 

Artificial Intelligence, particularly in Deep Learning, have significantly 

enhanced the abilities of Natural Language Processing. For instance, text 

classification can now be performed using very large language models, such as 

Google’s BERT, OpenAI’s GPT-x, BLOOM, among others, achieving very high 

accuracy and robustness. Nevertheless, the recent progress in AI has brought 

about substantial challenges, such as the demand for large amounts of training 

data and its associated privacy requirements. 

Data protection imposes strict constraints regarding the collection, storage, and 

processing of personal data, leading to various ethical concerns. These concerns 

become even more critical when working with large language models, as their 

training necessitates vast quantities of varied data. The protected nature of 

personal data limits the availability of such information, which may contain 

sensitive or identifiable details. An identified individual is considered a natural 

person for whom, directly or indirectly, identification is feasible. Therefore, 

requirements related to data protection that must be met include: the 



  

62 
 

implementation of a valid legal basis; adherence to the guiding principles of 

personal data processing; recognition of the data subjects’ rights; and the 

adoption of appropriate technical and organizational security measures. 

12. Collaborative Efforts in AI Research 

A large language model (LLM) is an artificial intelligence (AI) model with many 

parameters (typically hundreds of millions to hundreds of billions ) trained with 

extremely vast quantities of text data. LLMs have demonstrated strong natural 

language processing (NLP) capabilities and are a recent break-through in the field 

of NLP. LLMs are the most notable category of foundation model. 

Text classification is an active research area in Industry 4.0 and is one of the most 

frequently adopted Artificial Intelligence techniques. Email, web page, and job 

title categorization are some common text classification applications. The review 

paper presents the advanced techniques used for various text classification tasks. 

Sentiment analysis of texts is one of the upcoming fields in the context of social 

network service data. Both lexicon-based and machine learning techniques are 

used for sentiment analysis. The support vector machine is widely used for 

sentiment classification. 

13. Conclusion 

Artificial Intelligence (AI) encompasses a broad range of branches that have 

experienced immense progress in recent years. Modern AI systems rely on new 

and innovative paradigms that allow them to learn, understand, and perform more 

complex and difficult tasks in many areas of human activity. Among the branches 

of AI, Natural Language Processing (NLP) has seen rapid development due to 

the generation of models with increasingly superior results, capable of solving 

various tasks in different fields of knowledge. The creation of models with 

billions of parameters allows for the extraction of deep contextualized 

knowledge; this includes the domain of text classification, which can be adapted 

to several NLP tasks, as for example Aspect-Based Sentiment Analysis. Large 

language models also play an important role in sentence-level sentiment tasks, 

yielding robust solutions. 

The rapid development of AI has propagated to a wide range of areas. As a result 

of this advance, important topics that need to be addressed have arisen. In the 
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area of text classification, topics such as data privacy and the execution of NLP 

tasks in edge environments are highlighted. While the former is a critical aspect 

in model training, the latter is fundamental for achieving good levels of accuracy 

in inference operations, since the more parameters an AI model has, the longer it 

takes to provide a result. Regarding the latter, the implications on AI of text 

classification and sentiment analysis in the areas of ethics and bias/fairness are 

also prominent. Despite its limitations, with careful handling and complementary 

measures, AI at the Edge is a highly attractive alternative to overcome problems 

related to speed, privacy, connectivity, and more, making it an essential analytical 

tool for future NLP applications. 
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