
Artificial Intelligence 
in Pharmacy
Applications, Challenges, and Future Directions in 
Drug Discovery, Development, and Healthcare

Sarika Patil



Artificial Intelligence in 
Pharmacy: Applications, 
Challenges, and Future 
Directions in Drug Discovery, 
Development, and Healthcare

Sarika Patil

Krishna Institute of Pharmacy, Krishna Vishwa Vidyapeeth, 
Karad, India



 
 

Published, marketed, and distributed by: 

Deep Science Publishing, 2025 

USA | UK | India | Turkey 

Reg. No. MH-33-0523625 

www.deepscienceresearch.com 

editor@deepscienceresearch.com 

WhatsApp: +91 7977171947 

 

 

 

 

 

 

 

 

 

ISBN:    978-93-7185-145-9  

E-ISBN: 978-93-7185-204-3  

https://doi.org/10.70593/978-93-7185-204-3 

Copyright © Sarika Patil, 2025. 

Citation: Patil, S. J. (2025). Artificial Intelligence in Pharmacy: Applications, Challenges, and Future 

Directions in Drug Discovery, Development, and Healthcare. Deep Science Publishing. 

https://doi.org/10.70593/978-93-7185-204-3   

This book is published online under a fully open access program and is licensed under a Creative Commons 

Attribution-NonCommercial 4.0 International License (CC BY-NC 4.0). This open access license allows 

third parties to copy and redistribute the material in any medium or format, provided that proper attribution 

is given to the author(s) and the published source. The publishers, authors, and editors are not responsible 

for errors or omissions, or for any consequences arising from the application of the information presented 

in this book, and make no warranty, express or implied, regarding the content of this publication. Although 

the publisher, authors, and editors have made every effort to ensure that the content is not misleading or 

false, they do not represent or warrant that the information-particularly regarding verification by third 

parties-has been verified. The publisher is neutral with regard to jurisdictional claims in published maps and 

institutional affiliations. The authors and publishers have made every effort to contact all copyright holders 

of the material reproduced in this publication and apologize to anyone we may have been unable to reach. 

If any copyright material has not been acknowledged, please write to us so we can correct it in a future 

reprint. 

https://doi.org/10.70593/978-93-7185-204-3


 
 

Preface 

The convergence of artificial intelligence (AI) and pharmaceutical sciences 

marks a transformative era in health care—one where data-driven insights, 

predictive modeling, and intelligent automation are redefining how we discover, 

develop, regulate, and deliver medicines. This book, AI in Pharmacy: Shaping 

the Future of Health Care, is a response to that paradigm shift. As a researcher 

and educator deeply rooted in regulatory affairs, nanomedicine, and translational 

pharmacology, I have witnessed firsthand the growing need for a cohesive 

understanding of how AI technologies can be harnessed to solve complex 

challenges in drug development, clinical trials, pharmacovigilance, and 

personalized medicine. This book is born out of that need—to bridge the gap 

between pharmaceutical science and computational innovation. The chapters 

within explore the multifaceted applications of AI across the pharmaceutical 

value chain. From machine learning algorithms that accelerate drug discovery to 

neural networks that optimize dosage regimens, and from AI-powered regulatory 

compliance tools to intelligent systems for adverse event detection, each section 

is designed to illuminate the potential and limitations of these technologies. 

Special attention is given to ethical considerations, data integrity, and the 

evolving regulatory landscape that governs AI integration in health care. 

This book is intended for a diverse audience: students seeking to understand the 

future of pharmacy, researchers aiming to incorporate AI into their experimental 

workflows, regulatory professionals navigating digital transformation, and 

clinicians curious about the implications of intelligent therapeutics. It is both a 

primer and a provocation—inviting readers to imagine, question, and contribute 

to the future we are collectively shaping. 

I extend my gratitude to the mentors, collaborators, students & my family 

members mother, brother, my son who have inspired this work, and to the global 

scientific community whose interdisciplinary efforts continue to push the 

boundaries of possibility. May this book serve as a catalyst for innovation, 

dialogue, and responsible advancement in the age of intelligent health care. 

                                                                                                 Dr. Sarika J. Patil 
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1. History of AI in Pharmaceutical Sciences 

The pioneering work of Alan Turing and his seminal 1950 paper, Computational 

Machinery and Intelligence, marked the birth of artificial intelligence (AI) as an 

independent discipline. The subsequent decades witnessed the development of 

foundational AI algorithmic frameworks and computational theories, including Logic 

Theorist, General Problem Solver, Meta-Dendral, and MYCIN, establishing the 

theoretical bedrock for the inception of expert systems. 

The Mycin project, designed to diagnose infectious blood diseases, was a pivotal 

moment in the pharmaceutical sector, catalyzing a dedicated surge of interest in AI 

within pharmaceutical contexts. This initiative, followed by the Metadendral algorithm 

for molecular structure prediction based on mass- spectrometer data, illuminated 

AIâ€™s considerable potential to enhance both pharmaceutical research and practice. 

Microcomputing, burgeoning concurrently, afforded wide access to computational 

facilities, initially confining applications predominantly to pharmaceutical regulatory 

affairs. The early 1980s witnessed the advent of rule-based interaction languages, 

enabling the creation of user-friendly interfaces that substantially broadened AI adoption 

in the pharmaceutical industry. During this period, expert systems matured within the 

overarching paradigm of second-generation AI, prioritizing knowledge presentation, 

extensive use of heuristics, management of uncertainty, and incorporation of truth-

maintenance capabilities. 
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2. Definitions of AI in Pharmacy 

Artificial intelligence (AI) first appeared in scientific literature nearly 100 years ago 

and has been integrated into pharmaceutical sciences since the 1990s. Within the 

pharmacy domain, AI refers broadly to the automation of activities that have 

traditionally required human intelligence. Techniques such as machine learning (ML), 

and in particular deep learning, allow computers to learn from extensive datasets with 

minimal human input, facilitating the resolution of complex tasks encountered in 

pharmaceutical sciences.  

3. Scope of AI in Pharmaceutical Sciences 

Artificial intelligence (AI) offers effective computational models and powerful tools to 

discover hidden information from complex, unstructured data. Its scope in 

pharmaceutical sciences is enormous and includes drug design, discovery, development, 

formulations, and manufacturing. AI complements experimental techniques in research 

across a wide spectrum of drug-delivery and formulation-development studies, 

including nanomedicines and pharmaceuticals [1-3]. AI applications span from drug-

repurposing predictions and solid-dispersion identification to vaccine development. For 

hundreds of years, the goal of pharmacy has been to maintain a safe and effective supply 

of medicines, a purpose that remains relevant today. More than 200 years have passed 

since modern pharmaceutical sciences emerged, and nearly another 100 years since the 

unique role of the pharmacist was established, one that requires knowledge of 

medication use and its industrial preparation [2,4]. Thus, the definition of AI, its 

horoscope, and the scope of pharmacy hold great relevance for pharmaceutical 

perspective. 

 

4. Relevance of AI in Pharmacy 

The pertinence of AI to pharmaceutical sciences derives from the continuous progress 

in pharmaceutical research and the persistent issues surrounding drug development. 

Artificial intelligence and machine learning are extensively employed to aid in the 

construction of datasets, the building of predictive models, and the acceleration of the 

drug discovery and development process. 

5. Current Trends in AI Applications 

The pharmaceutical industry has witnessed numerous advances over the past two 

decades, accompanied by challenges that have become difficult to resolve using 

traditional methods. Artificial Intelligence (AI) has emerged as a systematic and efficient 

approach to these challenges. Since the 1950s, AI has been introduced in the 

pharmaceutical sector and broadly applied to pharmaceutical sciences. Recent 
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developments in AI and related technologies, such as large language models (LLMs), 

have created opportunities to significantly advance the industry. 

The definition of AI can vary according to researchers’ perspectives. The first broad 

conceptualization described AI as “the science and engineering of making intelligent 

machines”. A more recent definition refers to AI as “systems that mimic human 

intelligence”. AI can also be specifically defined within a particular field of study, such 

as “the use of electronic computational systems to perform tasks that typically require 

the application of human expertise” in pharmaceutical investigations. Various 

definitions result in a broad spectrum of applications. 

6. Challenges in Implementing AI 

Major challenges pertain to data availability, quality, and management, alongside 

security and privacy frameworks. The pharmaceutical domain frequently encounters 

limited data, which tends to be heterogeneous, unbalanced, or insufficient, thereby 

undermining AI potential. Extracting adverse drug reactions from social media often 

provides an excessively narrow perspective, highlighting the limited availability of 

extensive pharmacokinetic data [5-8]. The pharmaceutical environment also considers a 

variety of factors, including sensor data, age, weight, sex, genetic information, and 

environmental influences. Achieving effective integration, security, validation, and 

auditing of these data points requires the establishment of advanced levels of confidence 

and quality. Ethical considerations arise due to the potential for AI-based approaches to 

introduce concerns about fairness and bias. Ensuring the ethical and equitable use of AI 

for therapeutic compound development remains paramount. Strategies such as data 

augmentationwhich generates synthetic data to enhance dataset diversityand explainable 

AI (XAI), providing interpretable predictions, address these bias and fairness issues. 

Contemporary AI approaches do not supplant traditional experimental methods; instead, 

they necessitate validation and interpretation by human researchers. The amalgamation 

of AI with conventional techniques can thus fortify drug discovery processes. The 

adoption of AI also engenders ethical challenges, including impacts on health-related 

decision-making, possible bias resulting in unequal treatment, potential job displacement 

owing to automation, and data privacy and security concerns [6,9]. In the context of 

pharmacological research, the integration of AI confronts difficulties tied to data 

privacy, bias, fairness, and clinical incorporation. Safeguarding data privacy demands 

the implementation of encryption, access controls, and anonymization, while bias 

mitigation involves curating diverse training datasets and deploying fairness-aware 

algorithms. Effective clinical integration necessitates the training of healthcare 

professionals, standardization of data formats, and the surmounting of organizational 

obstacles. Approaches to these ethical challenges include the application of system 

checks, robust methodological frameworks, and heightened transparency. Forthcoming 
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trends encompass explainable AI for enhanced transparency and interpretability, 

reinforcement learning, and the convergence with blockchain technology and the 

Internet of Medical Things (IoMT). 

7. Future Directions of AI in Pharmacy  

Artificial intelligence (AI) is characterized by several interrelated definitions, always in 

relation to specific tasks. For instance, “Artificial intelligence is... the ability of a 

computer program to accomplish tasks commonly associated with intelligent beings”. A 

more extensive definition describes AI as “the branch of computer science concerned 

with the automation of intelligent behaviour”. Other examples include “A system that 

perceives its environment and takes actions that maximize its chance of success” and 

“The study of agents that receive percepts from the environment and perform actions”. 

These definitions carry distinct difficulties relative to specific evolutions of the domain 

and the continuous growth of skills attributed to intelligent agents, as well as the 

challenging and evolving problem of defining intelligence itself. 

8. Ethical Considerations in AI Use 

Ethical considerations are paramount for Artificial Intelligence (AI) in pharmaceutical 

sciences due to the potential for unintended consequence and abuse. AI solutions must 

be designed to be ethically robust, respect user privacy, and encourage meaningful 

human control. 

Numerous ethical issues have been identified. AI continues to outperform humans in 

many tasks, such as the analysis of medical images, but the opaque nature of modern 

algorithms raises concerns about responsibility and agency [10-12]. Many of these 

techniques rely on observational data collected for other purposes and are neither 

explainable nor verifiable. When applying such AI to applications related to human care, 

the potential to accentuate biases, discrimination, unfairness, and social inequality 

represents a primary concern. 

Only recently has the overhyped promise of AI in healthcare encouraged randomized 

controlled clinical trials, though this may still not be sufficient. These challenges can be 

addressed by incorporating trustworthy-by-design methodologies capable of explaining 

the behaviour of models and algorithms, as well as providing transparency throughout 

all stages of the AI life cycle. 

9. Case Studies of AI in Drug Discovery 

Drug discovery holds a paramount role within the pharmaceutical realm, embodying a 

pivotal scientific and conceptual foundation for developing novel pharmaceuticals, 
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encompassing newly formulated chemical compounds adapted to combat ailments or 

improve patient care. Within this context, drug development encompasses the intricate 

process of designing, synthesizing, and optimizing chemical entities characterized by 

distinctive structural, pharmacological, and pharmacokinetic attributes facilitating 

pharmaceutical application [7,13-16]. The ensuing narrative elucidates the integral 

dependence of new chemical entity identification, along with ensuing development 

phases, on the synergistic integration of pharmaceutical and technological 

advancements. 

10. AI in Personalized Medicine 

One of the major frontiers in pharmaceutical research is personalised medicine, which 

aims to tailor therapeutic approaches to individual patients. Artificial intelligence (AI) 

may play an important role in this transition, as it has the potential to identify correlations 

between patients’ genetic profiles on one hand and drug efficacy on the other hand. 

11. Impact of AI on Pharmaceutical Research 

Artificial intelligence (AI) is a multidisciplinary scientific and engineering field devoted 

to making intelligent machines. The two main branches of AI are the symbolic approach, 

which is primarily rule-based, and the statistical, which is data-driven. Machine learning 

and its more sophisticated relatives such as deep learning, advanced data analysis, and 

big data analytics are the most established techniques in the current use of AI. Modern 

AI has applications in computer vision, autonomous vehicles, manufacturing, social 

robots, computer agents, and it is becoming a significant part of the pharmaceutical 

sciences. 

AI may have a considerable influence in pharmacology, and in particular in drug-

discovery because it has the ability to accelerate the process and avoid the labour-

consumption of some protocol. When applied to pharmacology AI techniques may also 

help to optimize the use of resources [2,17-19]. Pharmacology is the science dealing 

with the origin, nature, chemistry, effects and uses of drugs. AI techniques are used, 

especially in the early stages of preclinical studies, with applications covering everything 

from data collection to the prediction of the safety, efficacy, and pharmacokinetics of a 

certain drug molecule. AI also assists in drug targeting, drug combination studies and 

drug manufacturing. Artificial intelligence can improve the results of the drug trials and 

support the decision-making process that could have an impact on the drug-design, 

synthesis and testing procedures. 
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12. AI in Clinical Trials 

Clinical trials remain a crucial phase in new drug discovery and development, yet they 

pose challenges related to costs, timelines, and success rates. Applications of artificial 

intelligence (AI) continue to drive innovations to minimize these obstacles. Patient 

enrollment, for example, is one such challenge that AI can address. 

Natural language processing tools have been developed that compare trial protocols with 

patient data to identify individuals qualified to participate in particular trials. The 

capability to efficiently accelerate the screening process has been demonstrated by the 

high accuracy shown by an AI-based system applied for matching cancer patients to 

best-fit clinical trials. In addition to refining recruitment strategies, AI may generate 

external control arms for comparative trials [3,20-23]. The creation of “digital twins” 

assists in this endeavor, which uses historical patient data combined with individualized 

clinical information to establish computational models capable of predicting disease 

progression and treatment effects. The generation of precise synthetic control groups can 

lead to improvements in trial design, reduction of enrollment time, and an increased 

probability of successful completion. 

13. AI-Driven Drug Development Processes 

Artificial intelligence (AI), the broader discipline encompassing machine learning (ML), 

is increasingly employed in pharmaceutical sciences to enhance the prediction of 

biophysical properties of pharmaceutical compounds [9,24-26]. Modern ML algorithms 

are often constructed as systems comprising three components: a representation of 

hypotheses, an evaluation function that assesses each hypothesis's consistency with 

observed data, and a search mechanism that explores the hypothesis space. These 

components enable drug developers to interrogate large-scale chemical and biological 

datasets efficiently. 

Late-stage stages of the drug development process constitute the regulatory approval and 

mass production of new drug candidates. Clinical trials generate extensive longitudinal 

biomedical data sets augmented with pharmacological and pathology reports, which 

present challenges for timely analysis using conventional statistical methods. AI-driven 

systems automate the mining of complex clinical data, facilitating the detection of 

adverse events and establishing correlations with controlled or uncontrolled clinical 

parameters. Additionally, prediction models based on clinical trial results are employed 

to optimize drug formulations for large-scale production, ensuring efficacy and safety 

before regulatory submission. 

The procedural workflow underpins all pharmaceutical drug development efforts, 

guiding the expansion of this central procedural schema. At the preclinical stage, 
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systematic virtual screening of candidate substances precedes the division of chemical 

structures into clusters of related compounds. Virtual screening models classify new 

structures in each cluster as either potential drug candidates or non-candidates. 

Alternatively, de novo design models automatically generate novel candidate 

substances, which enter a clustering pipeline to form groups of related structures. Each 

cluster is then examined by the screening model to pinpoint potential candidates for 

subsequent development stages. 

14. AI and Regulatory Challenges 

Although Artificial Intelligence is impacting many aspects of the pharmaceutical 

industry, it is also facing scrutiny from regulatory agencies. Recent attention has focused 

on a “reproducibility crisis” in science, where results are not being consistently 

reproduced. Yet reproducibility in Artificial Intelligence may be more challenging 

because the method cannot be fully specified — developers rely heavily on data and 

software, both of which evolve over time—and on a scale beyond that which a reader 

can evaluate [27-29]. The predominant efforts to ensure reproducibility relate to public 

sharing of code and data, on the assumption that if readers can rerun the analysis, they 

can reproduce the results. Yet this disregards the complexity of many software packages 

and elimination of any manual curation and preprocessing, all of which greatly limit the 

ability of even experts to replicate results. 

15. Integration of AI in Pharmacy Education 

Presently, abundance of information related to contemporary practice questions 

promotes mechanized approaches in problem-solving. Individuals face the task of 

addressing questions submitted by the public; even individuals well-versed in specific 

domains often require substantial effort to navigate information and provide answers. 

Users seek instant and trustworthy solutions rather than manual research [30-32]. Such 

circumstances inspire dreams for a searching capability akin to intelligent human 

thought answering networked inquiries. Consequently, artificial intelligence (AI) began 

to attract attention. 

16. Collaboration between AI and Pharmacists 

Pharmaceutical sciences have transitioned from printing systems to artificial intelligence 

(AI)–based robotic systems that facilitate automated dispensing and purchase ordering. 

Such developments support the analysis and evaluation of applications that have become 

popular among health care professionals, playing a pivotal role in large health 

organisations and facilitating extensive work on the development of pharmacists’ 

clinical services. Moreover, professional organisations such as the American Society of 
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Health-System Pharmacists (ASHP) publish ‘guidelines on the automation of 

medication use’ that explore, among other issues, the relationship between automation 

levels and the respective roles of pharmacists and pharmacy technicians. In view of 

advances in precision medicine and increasing demands for drug development, a 

collaborative framework between AI and pharmacists can contribute to the realisation 

of safe and effective pharmacotherapy. As AI techniques have rapidly evolved in 

pharmaceutical sciences, a timely overview of AI definitions, scoping, relevance, 

research abstracts, collaborations, and outlooks would serve as an invaluable reference 

for researchers and practitioners. 

17. AI Tools and Technologies in Pharmacy 

The application of Artificial Intelligence (AI) in pharmaceutical sciences has found 

widespread recognition over the last decade and continues to be an area of growth and 

interest. AI is defined as the use of computer software programmes and algorithms to 

simulate human thought processes and intelligent behaviour. Early examples of AI can 

be found within the pharmaceutical industry dating back to the beginning of the 1960s. 

Complementing AI, machine learning (ML) is a technique that utilises computer 

programmes to improve automatically through experience. A sub-category of ML, deep 

learning (DL), simulates human brain functions through artificial neural networks. The 

applications of AI, ML and DL in pharmaceutical sciences are extensive and range from 

calendar reminder practices and reinforced learning, to the production of sophisticated 

models of compound design. 

The historical development of AI dates to the Dartmouth Conference in 1956, where 

John McCarthy coined the term “artificial intelligence”. In the mid-1960s, the Dendral 

Programme was created at Stanford University with the purpose of utilising computer 

programs to aid scientist in making decisions within various tasks. Consequently, 

MYCIN, a Bayesian-inference system used to diagnose bacterial infection and 

bacteriological resistance, was developed in the early 1970s. It was an expert system that 

prescribed antibiotics and its accuracy exceeded that of an average non-specialist 

physician. Since these early developments, there have been significant improvements in 

the field such as personal assistants (Apple’s Siri); facial recognition (iPhone X); 

automated market trading; and software that can beat the world best chess or Go player. 

The growing use of AI, ML and/or DL programmes is driven by increased data 

availability and computational efficiency. Using these programmes with the aim of 

deriving more information and insights from comprehensive datasets is referred to as 

data science. As pharmaceutical industries, research and healthcare providers continue 

to amass ever-increasing quantities of data through hardware development, efficient 

algorithms become ever more important. Whilst collecting unstructured data can be 
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simple, the creation of efficient and robust workflows to derive meaningful and relevant 

information remains a challenge, particularly considering the size of some datasets. In 

the context of software development, AI describes a manner in which a programme 

behaves; ML refers to the means by which the software is achieved; and DL employs 

advanced technique to achieve this software development. 

18. Patient-Centric Approaches with AI 

PHARMA 18 Patient-Centric Approaches with AI  

1. Introduction 

Strategies to ensure that the health care the patient needs, when the patient needs it, will 

be obtained and used to achieve the best outcomes remain a challenge facing 

practitioners and health care systems worldwide. Great advances have been made, 

including modern medicines and the growth of public health systems. Nonetheless, 

millions die or suffer as a result of the inability to access the right medication in a timely 

manner. AI offers an exciting approach to overcoming the long-standing challenges of 

patient conformational issues, timely access to medicines, and adherence to medication. 

Patient-centric approaches are clearly linked to AI applications in the conventional 

pipeline for bringing new medicines to market. Processes such as drug discovery, 

preclinical assessment, and clinical trials directly shape the extent to which subsequent 

patient populations are able to benefit from new therapeutics. AI—particularly ML 

techniques—offers a variety of means to address many of the individual barriers to 

patient-centred outcomes [9,33-35]. 

2. AI Applications 

Models of adherence, whether driven by historical patient-specific or local population 

information, environmental circumstances, medical history, demographics, or a 

combination of events, have the potential to offer reminders in the event a prescribed 

medication is not collected. As an entry point, many of the approaches adopted mimic 

the techniques of collaborative filtering currently adopted extensively in retail 

applications. Models based on observed purchase history, demographics, and local 

trends are able to integrate both local and global preferences that directly address 

interruptions in adherence. 

19. AI in Pharmacovigilance 

Pharmacovigilance (PV) encompasses the detection, assessment, understanding, and 

prevention of adverse effects relating to medicines and vaccines. Adverse drug events 

(ADEs) constitute a significant cause of hospital-related morbidity and often lead to the 
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discontinuation of otherwise efficacious drugs. Moreover, they contribute substantially 

to post-marketing withdrawals and withdrawals from later-phase clinical trials. Rapid 

identification of ADEs helps to minimize patient harm. 

Under-reporting of ADEs is pervasive in current pharmacovigilance systems, causing 

many instances to be identified through time-consuming methods such as chart reviews 

and patient interviews. The combination of spontaneous reporting systems with 

electronic health record (EHR) data facilitates earlier ADE identification; however, 

detection methods remain inconsistent and sometimes lack adequate sensitivity. The 

introduction of Artificial Intelligence (AI) promises to enhance the detection and 

prediction of ADEs. Ongoing research employs machine learning, natural language 

processing, and deep learning techniques to identify ADEs. Remote care approaches, 

including telehealth and digital monitoring of patient-generated data, provide additional 

avenues for ADE detection during intervals in which patients are not present in 

healthcare facilities. 

20. Cost-Benefit Analysis of AI in Pharmacy 

Artificial intelligence (AI) technologies have grown exponentially across all fields 

relevant to pharmaceutical sciences. Anywhere the process or workflow can be 

described as a set of rules with decision points, processing steps, and associated datasets, 

AI approaches can play a potentially important role in saving cost and time plus 

improving accuracy and reproducibility. 

The key motivation for the use of AI methodologies lies in their potential for assisting 

researchers, thus not replacing human intelligence, to rapidly perform general 

computational and analytical tasks by providing intelligent recommendations and 

guidance. AI algorithms can be used at several points throughout pharmaceutical 

development. 

AI-based approaches are expected to provide considerable cost savings and reduction of 

development time, which are important factors to consider during the early stages of a 

project, especially given increasing development costs and decreasing financial returns. 

Pharmaceutical analysis involves identification, determination, quantification, and 

purification of raw materials. Although qualitative and quantitative analyses are 

accurate, they are expensive for screening large numbers of natural products. 

Computational methods are cost-effective alternatives, and AI techniques have been 

used to supplement experimental methods in pharmaceutical analysis. 
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21. AI and Drug Repurposing 

Drug discovery and development is a taxing and expensive venture. Pharmaceutical 

companies often spend billions of dollars in developing a single drug, which demands a 

decade of time for its fruition. Only 12 per cent of the drugs reach the clinical 

development stage, and just 3 per cent of them clear all the phases to enter the market. 

Apart from the intimate knowledge of the molecules and their interactions, a scientist 

working in the field demands a lot of laboratory experiments to find an appropriate 

candidate. This has inspired intensive research on alternate paths to tackle the problem. 

Artificial Intelligence (AI) emerged as a paradigm-shifting tool in finding solutions to 

the complicated drug discovery conundrum. Encompassing several techniques, AI 

methodologies bear the capability to design new drugs and develop efficient drug 

delivery systems, pioneering new algorithms and approaches for faster delivery. AI 

presents a promising means to streamline drug discovery and development, having the 

potential to revamp the entire methodology. 

22. AI in Supply Chain Management 

Pharmaceutical supply chains involve the logistic processes by which vital components 

such as raw materials, equipment, and research samples are transported, stored, and 

distributed across various parties. These elements must be handled with strict adherence 

to Good Distribution Practices (GDP) to prevent contamination and ensure integrity. 

Management spans the entire supply chain—from supplier selection to factory 

organization and warehouse operations—and increasingly incorporates sophisticated 

planning, monitoring, and controlling methods. Ethical and environmental 

considerations also shape supply chain decisions. 

Artificial intelligence (AI) technologies underpin numerous innovative solutions 

designed to augment these planning and management tasks. The dynamic nature of 

pharmaceutical supply networks, marked by ever-changing patient demands and 

multiple stakeholders, compounds the challenge, particularly in the dispensation of 

expensive or perishable products. Machine learning systems have been developed for 

specific applications such as demand forecasting, inventory management, production 

scheduling, and supplier selection, often within multi-objective optimization 

frameworks to balance cost and service efficiency. Advances in industry 4.0 

paradigms—encompassing the Internet of Things, digital twin simulations, and cyber-

physical systems—continue to expand the scope of AI-enabled supply chain 

optimisation strategies, thereby significantly transforming modern pharmaceutical 

supply management. 
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23. AI for Predictive Analytics in Pharmacy 

AI is devoted to making computers capable of performing tasks of human intelligence, 

such as visual perception, speech recognition, decision-making and language translation. 

Among its techniques, machine learning and deep learning have played a pivotal role in 

achieving significant progress in pharmacological research. 

AI revolutionized several steps in the drug discovery process, including virtual 

screening, drug design, target identification, toxicity prediction and drug repositioning. 

These advances have greatly improved the efficiency of the research: pharmaceutical 

companies can now draw, synthesise and test compounds in shorter time and at a reduced 

cost. Despite the progress, some critical challenges remain. AI methods require a large 

amount of data for the development of increasingly robust models and the rapid growth 

in biological datasets has addressed this issue. Still, the availability of data constitutes 

the primary limitation for the application of AI in drug discovery. Various studies 

identified and investigated the issues encountered by pharmacological companies in 

implementing and employing these technologies. The continual development of AI aims 

to provide reliable drug candidates and boost the delivery of tailored molecules to the 

market. Ongoing research endeavors are progressively expanding the role of AI in drug 

development and personalized medicine, addressing the remaining challenges and 

deficiencies of the current approaches. 

24. Global Perspectives on AI in Pharmacy 

The multifarious applications of AI to pharmacy worldwide can be gauged most clearly 

through educational research. A notable multilingual cross-sectional study explored 

knowledge, attitude and practice among pharmacy students and faculty members. 

Ultimately, the study offers a critical foundation for refining pharmacy curricula, 

empowering graduates with AI skills, and fostering the responsible and strategic 

integration of AI in pharmacy practice. 

25. AI and Pharmacy Practice Models 

As pharmacy practice evolves, the implementation of the Pharmacy Practice Model 

Initiative (PPMI) is supported through new approaches that consider how pharmacists 

deliver care. Artificial Intelligence (AI) is increasingly seen as a key factor that could 

influence and potentially accelerate the necessary changes by augmenting 

responsibilities or replacing current approaches with different activities. Recent 

developments have encouraged pharmacy educators, practitioners, researchers, and 

stakeholders to reevaluate the influence of AI on future pharmacy practice models. 
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26. Training and Development in AI for Pharmacists 

Training and development in AI constitute critical enablers, preparing the 

pharmaceutical workforce for technology deployment and impact management. 

AI's transformational effect on pharmaceutical research necessitates comprehensive 

capacity-building for pharmacists—affirming the urgency of training frameworks 

tailored to healthcare professionals. Well-established scientific inquiry and 

methodologies offer policy-makers foundational guidelines supporting these 

frameworks. 

Subsequent developments within this work will respond to policymakers’ demand for 

sector-specific recommendations by proposing detailed, sector-oriented programs that 

underpin national and organizational implementation strategies. 

27. Conclusion 

Artificial intelligence (AI) is the simulation of human intelligence in machines 

programmed to think and act like humans. Terminologies such as AI, machine learning, 

and deep learning are the headings of technological advancements that have contributed 

to the growth and evolution of pharmacy practice and pharmaceutical sciences. Although 

the fields of AI and pharmaceutical sciences evolve independently, the combination of 

these fields is making a revolutionary and significant contribution to pharmaceutical 

research. The application of AI to pharmaceutical sciences and pharmacy is fruitful for 

the advancement of both disciplines. The opening of new fields and the implementation 

of interdisciplinary approaches have been necessary for this growth. Pharmaceutical 

sciences can benefit greatly from AI, and the reduction of the cost in drug development 

can be seen as a major reason for its growing impact on drug discovery. The current 

rapid growth and evolution of technology call for an immediate effort on the part of 

pharmaceutical scientists to adapt AI concepts to drug discovery. 
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1. Introduction to AI in Drug Discovery 

AI in Drug Discovery: Transforming the Pharma Industry. The pharmaceutical industry 

is facing increasing challenges related to the escalating costs of developing new drugs, 

the extended length of time it takes to move a drug from the discovery phase to the 

market, and the high rate of late-stage failures during clinical trials. AI approaches are 

playing a key role in initiating the change to overcome these long-standing bottlenecks. 

NLP and ML, in particular, play an important role in exploring novel drug candidates. 

Deep learning, an emerging subbranch of ML, uses complex neural networks to mimic 

the signal processing activity within the human brain. In particular, Convolutional neural 

networks (CNNs) and Recurrent Neural Networks (RNNs) have been applied for signal 

processing within two-dimensional planes and on sequential data, respectively (the 

techniques developed by these classes of AI can also be exploited for the procedures 

highlighted in the subsequent three sections). A straightforward application of CNNs 

involves using images of molecules to predict biological activity, whereas RNNs can be 

used to predict amino acid sequences. Deep learning has also revolutionized the area of 

de novo drug design, an emerging approach in drug discovery. The main concept behind 

de novo drug design involves creating molecules having the required properties, from 

scratch, through a mode of intelligent search within the enormous chemical space. Such 

a search procedure requires the application of optimization algorithms.  

2. Deep Learning Techniques 

Deep Learning (DL), a subset of Machine Learning (ML) characterized by neural 

networks with multiple hidden layers, is transitioning artificial intelligence into a 

Deep Science Publishing, 2025  
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broader natural intelligence [1-2]. Machine learning comprises various techniques 

trained on data to generate mathematical models that do not seek causal relationships, 

but can identify complex non-linear links between variables. DL techniques, facilitated 

by increased computational power, have been successfully applied in drug discovery. 

An Artificial Neural Network (ANN) consists of nodes organized in layers, where each 

neuron applies an activation function to the weighted input it receives. In a feed-forward 

ANN, signals flow from the input layer to the output, activating neurons in successive 

hidden layers based on input datasets. 

Deep Learning offers algorithms for dimensionality reduction, feature selection, and the 

creation of representations suited for specific learning tasks [2-4]. Convolutional Neural 

Networks (CNNs), originally engineered for computer vision, employ convolutions to 

reduce spatial size and share weights, enabling them to apprehend local features such as 

chemical groups in molecules. For sequential data, Recurrent Neural Networks (RNNs) 

possess a form of memory, essential in natural language processing for predicting 

subsequent words. Extensions like Gated Recurrent Units (GRUs) incorporate gating 

mechanisms to mitigate issues like vanishing gradients.  

2.1. Neural Networks in Drug Discovery 

Neural networks connect artificial neurons with inputs and outputs from different feature 

representations. A neuron receives a vector as input and produces a single output value. 

Input is weighted, sums are passed through an activation function to produce the output 

(e.g., y=σ(wx)). Implementations include Deep Neural Networks (DNNs) forming a 

directed weighted graph, where each layer takes the previous layer’s outputs and 

produces vectors for the next, useful for multimodal interactions. 

Many tasks in drug discovery naturally involve sequence prediction or labeling. 

Convolutional Neural Networks (CNNs) slide a fixed filter across the input in one or 

more dimensions, extracting localized features, whereas Recurrent Neural Networks 

(RNNs) handle variable-length sequential inputs by processing elements one at a time 

and transferring a sense of past inputs through a hidden state. Standard RNNs suffer 

from vanishing gradients, limiting their capability to learn long-term dependencies. 

Long Short Term Memory (LSTM) units address this by supplementing a forget gate 

with input and output gates, optimizing state maintenance for long sequences such as 

amino acid chains. 

 

2.2. Convolutional Neural Networks for Molecular Analysis 

Machine learning systematically extracts patterns from input data and applies them to 

previously unseen input without any human intervention. Deep learning methods employ 

artificial neural networks with more than three layers (or neurons) spanning additional 

levels of complexity. Convolutional Neural Networks (CNN) use 2D images as input 

and can extract characteristics such as molecular shape, structure–activity relationships 

(SAR) and structure–property relationships (SPR), lipophilicity, polar surface area 

(PSA), molecular weight and solvent accessible surface area (SASA) [5-6]. The images 



18 
 

can be drawn from the SMILES representation of a molecule or can follow common 

distributional features of each atom according to what is available in the literature. CNN 

has been used on the SMILES representation of molecules to predict the molecule 

properties. Typically, one-hot encoding or index encoding are applied to the SMILES 

representation. Predictions are conducted on pIC50, toxicity (mutagenic, tumorigenic, 

irritant and reproductive effective) and solvation-free energy. 

Recurrent Neural Networks (RNN) use sequence data as input. Because of long-term 

dependencies between different elements in a sequence, RNNs have been instrumental 

in problems such as sentence parsing and language detection. The ability of RNNs to 

store information about previous elements in a sequence has also found applications in 

drug discovery. For instance, kinase inhibition spectra have been predicted based on 

interactions between kinases and substrates. The prediction of IC50 values for kinase 

inhibitors has also been developed using RNN-based models [7,8]. A synthesis of 

convolutional and recurrent networks has been used for various property and activity 

prediction tasks. 

2.3. Recurrent Neural Networks in Sequence Prediction 

Recurrent neural networks (RNNs) are specialized architectures that provide context to 

each element of a sequence, greatly enhancing the performance of sequence prediction 

tasks. Unlike feedforward neural networks, which process input data in a unidirectional 

fashion, RNNs process sequences sequentially, incorporating information about 

previously processed elements [9-12]. This feature allows an RNN to assign different 

interpretations to the same input at different positions in the input sequence due to the 

shift in contextual information. 

Within the family of RNNs, specialized architectures such as long short-term memory 

units (LSTMs) and gated recurrent units (GRUs) further enhance predictive capabilities 

by addressing issues like long-range dependencies and gradient vanishing. These units 

incorporate gating mechanisms that regulate the flow of information, enabling the model 

to learn when to retain or forget information. The application of RNNs and their variants 

spans most areas of sequence prediction, particularly those involving natural sequences 

based on rules of grammar and syntax. 

3. Molecular Docking 

Molecular docking is a computational method that predicts the most stable orientations 

of a small molecule within the binding site of a target protein, along with an estimation 

of the binding interaction. It is among the fastest and most accurate in-silico approaches 

for investigating possible low energy interaction modes of small ligands in the protein's 

binding site. Generally, two types of binding modes are of interest: region-specific and 

blind docking [7,13-15]. The main aim in region-specific docking is to target a specific 

binding site, usually the active site. If the binding site of the target protein is unidentified, 

the entire protein surface is considered in blind docking, which is more computationally 

expensive. 
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Molecular docking involves two key components: a search algorithm and a scoring 

function. The search algorithm explores all possible poses of the ligand within the 

binding site, while the scoring function estimates the binding affinity and stability of the 

ligand to the target protein, considering only intermolecular bonding. Various software 

packages support molecular docking, such as AutoDock, AutoDock Vina, MOE, Glide, 

and PLANTS. A key aspect of docking is the root mean square deviation (RMSD), which 

quantifies the deviation between predicted and experimentally observed binding poses. 

An RMSD value below 2 Å typically indicates a good docking result, with values under 

1 Å signifying excellent quality. 

 

3.1. Principles of Molecular Docking 

The discovery of novel molecules with therapeutic implication requires a thorough 

understanding of the mechanism of disease at the molecular level by considering specific 

protein and molecular interactions. There are many techniques that can accomplish this, 

but crystallography remains the gold standard. Crystallographic measurement associated 

with affinity measurements explains how molecules can inhibit a specific disease. 

However, it is an expensive and time-consuming process, often taking several months 

to determine the association between the molecules [9,16-18]. To overcome this 

limitation, molecular docking analysis involving structure-based drug design plays an 

important role in identifying the complementary conformations. 

Molecular docking refers to the interaction between two molecules that has a structure-

based pharmacological response to the drug targets associated with diseases. It can be 

sequence-based, structure-based, or related to a synthesis scheme. Structure-based 

docking can be classified into flexible and rigid docking processes. Docking relies 

heavily on the association of algorithms and scoring functions, which determines the 

optimal conformations between the molecules. Docking analysis allows researchers to 

predict the properties of several interacting molecules and analyzes the structures from 

the interaction. 

 

3.2. Software and Tools for Docking 

Molecular docking software can be categorized as commercial or free-of-charge. 

AutoDock4 and AutoDock Vina represent free-of-charge tools employing an empirical 

free energy scoring function, with the latter optimized for multi-threading. The Glide 

suite, part of the Schrödinger platform, utilizes the OPLS-AA force field and the GB/SA 

continuum solvent model within its XP Glide mode. Molecular Operating Environment 

(MOE) performs force field-based molecular docking, while FlexX is oriented toward 

XP considerations. Autodock represents a docking algorithm specifically tailored for 

protein–ligand binding studies [2,19-20]. 

Evaluation and comparison of docking outcomes employ criteria such as the root mean 

square deviation (RMSD) measure. RMSD is calculated using the equation presented, 

whereby in the context of comparing docked ligand conformations with corresponding 

crystal ligand structures, optimal docking yields RMSD values less than 2 Å. 

Evaluations exceeding 3 Å signify the absence of congruence between the docked pose 

and the crystal ligand configuration. Certain scientific investigations extend the RMSD 
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criterion to interactions, accounting for protein–ligand interactions mediated by non-

covalent atoms. 

 

3.3. Evaluating Docking Results  

Examining the steps involved in molecular docking highlights the importance of 

appropriately assessing the results. Several criteria serve to determine results of adequate 

quality. The first is the ability of the docking program to replicate the native binding 

pose of the reference ligand. The RMSD (Root Mean Square Deviation) is a standard 

geometric measure; an RMSD lower than 2.0 Å between the docked conformation and 

the native pose is generally considered an indicator of well-performing docking. 

Corresponding analyses can be executed via graphical software or visualization 

packages, such as Maestro, Biovia Discovery Studio—or alternatively, using the Python 

package ProLIF. The second consideration for the evaluation of docking poses is their 

binding affinity with the receptor, which is proportional to the free energy of binding 

(ΔG). Binding affinity is a measure of the free energy change upon ligand and receptor 

association, expressed in kcal/mol, where negative numbers indicate a favorable 

interaction resulting from lower free energy of the complex [9,21-23]. It must be 

acknowledged that the reliability of these parameters is limited by the number of 

interactions effectively considered by the scoring function and the quality of the 

molecular data used. 

 

4. De Novo Drug Design 

The term de novo drug design refers to the process of identifying novel chemical 

compounds from scratch, possessing the properties required for progression through the 

drug discovery pipeline to become a drug. A difference is recognized between target-

based and ligand-based design: the former involves the use of known active binding sites 

to design molecules predicted to be active; the latter involves the use of known active 

molecules to design similar molecules. Both approaches can make use of AI techniques 

to propose novel molecules with the necessary properties. The design or generation 

process is controlled by a scoring or fitness function, which can also make use of AI 

techniques to evaluate biological activity, metabolism, side effects, or other relevant 

pharmacological information. 

Table 4 presents nine examples of de novo drug design machines that employ AI 

methods. Two systems are hybrid, contain a deep learning core, and use SMILES strings 

to represent molecules; the remaining examples are based on molecular graph 

isomorphism and use networks such as Recurrent Neural Networks (RNNs), Self-

organizing Feature Maps (SOFM), Generative Adversarial Networks (GANs), and 

Variational Autoencoders (VAEs) [24-26]. Prediction of the biological activity of the 

generated molecules is usually accomplished with an additional neural network or other 

machine learning technique. The selected systems have been tested with several drug 

targets and show promising results but reside within the benchmarking phase and have 

no evidence of being applied by the pharmaceutical industry. 
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4.1. Concepts of De Novo Design 

De novo drug design strives to find new drugs with structures distinct from known drugs. 

The appeal of de novo drug design is the prospect of generating bioactive compounds 

with little substructural complexity while taking advantage of known binding site 

geometries. The use of de novo design software enables prime pharmaceutical targets to 

be screened against one or more side effect of binding sites or unpleasant drug 

characteristics, such as low liquidity. This method enables the de novo selection of a 

structure that can then be integrated into many related substances. 

Typically, there are three main methods for modeling bioactive molecules: searching for 

molecules with different structures in a database, evaluation of molecules obtained 

through synthesis and screening, and selection of molecules with different structures 

using computer algorithms [8,27-30]. The two first approaches are widely used in 

current structure-based drug discovery procedures, but the latter is commonly known as 

de novo drug design. The de novo design method is among the most promising advances 

in drug discovery, and these approaches use chemical logic, free-energy or pattern-based 

scoring, and specific strategies to automate the design process. 

4.2. Algorithms in De Novo Design 

De novo drug design is an automated process aimed at developing new compounds with 

robust pharmacological profiles, identifying key structural components that ensure 

effective target binding, and optimizing known hit compounds. It is of particular interest 

in structure-based design, where the 3D structure of therapeutic targets and their binding 

sites are known or predicted. The process allows for in silico experimentation responsive 

to user-defined parameters and involves screening a chemically balanced, rule-guided 

database with synthetically feasible molecules to find binders for specific targets. The 

impact of AI and ML in de novo design is already very notable, with several reports of 

successful applications. Algorithmic procedures can be broadly divided into those 

focusing on the generation of novel chemical structures and those concentrating on the 

optimization of existing ones. A list of representative algorithms illustrates the range of 

approaches that have been successfully implemented and the outcomes they have 

achieved. In general, data scarcity in drug discovery makes pre-training with similar 

activities in large public datasets, followed by matrix optimization for the specific 

biological activity, an interesting and effective solution. 

 

4.3. Case Studies of Successful De Novo Designs  

De novo drug design amply illustrates the transformative influence of AI in drug 

discovery and development, supported by a mature algorithmic foundation. To convey 

the current state of the art, the following SAMPL3 dataset-based studies serve as 

representative examples: • Guedes employ automatic differential evolution as 

implemented in DEAP for the structure-based design of novel pH1N1 inhibitors. Blind 

assessment of the SAMPL3 challenge covers absolute binding free-energy 

computations, starting with large-molecule decoys. The authors note the differential-
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evolution approach’s excellent performance in binding mode prediction, despite limited 

refinement capabilities; computed free energies fall within a 2 kcal/mol range, reflecting 

challenges in ranking clustering. Their overall conclusion underscores differential 

evolution’s utility in sampling-based molecular docking. • Ertl and Lewis introduce a 

rule-based algorithm for combinatorial replacement of molecular scaffold fragments. 

The resulting library comprises drug-like structures, many absent from public databases. 

Based on established correlations between acidification constant (pKa) and blood–brain 

barrier penetration (BBB), the researchers predict BBB penetration with pKa as the key 

molecular property. Application to BBB inhibition associated with the SAMPL3 

challenge demonstrates the algorithm’s capacity to generate probable novel inhibitors. • 

Schneidinger develop a variable neighborhood search algorithm with strategic 

oscillation, explicitly targeting structures compatible with predefined receptor 

geometries. Testing on congeneric ligand series of the FK506 protein yields promising 

scaffolds, informed by known highly potent drugs competing with FK506 for FKBP 

binding. The approach identifies novel drugs endowed with FKBP-binding properties. 

They further assert that the technique systematically generates scaffold libraries 

exhibiting structural diversity coupled with target-oriented binding. A comparative study 

by Yang highlights features of different de novo design programs. Despite divergent 

implementations, programs such as MDM, LUDI, SPROUT, and LEGEND can design 

structurally diverse ligands across various binding sites, achieving high predicted 

binding affinities based on empirical scoring functions. For example, MDM-derived 

inhibitors demonstrate favorable drug-like properties, including high lipophilicity, BBB 

permeability, and bioactivity. According to Yang the choice of de novo design software 

should align with drug discovery phases and design requirements. Progress in novel de 

novo drug design draws plaudits from a wide spectrum of users, integrating feature 

engineering with deep-learning frameworks [9,31-33]. 

5. Predictive Modeling in Drug Discovery 

Predictive modeling in drug discovery addresses a wide array of prediction tasks, 

including predicting molecule, protein, and gene properties; molecular activity and 

interaction; and protein structure. Various approaches exist, such as kernel-based 

methods (support vector machines), decision tree-based techniques (random forests), 

and deep learning. 

Evaluating predictive models involves internal validation using cross-validation 

methods and external validation with separate test sets. Performance metrics differ 

according to the prediction task; classification problems employ measures like accuracy, 

sensitivity, and precision, while regression tasks use mean absolute error or root-mean-

square error. Developing reliable predicting tools for drug discovery thus necessitates 

both appropriate algorithmic strategies and careful model validation. 

 

5.1. Types of Predictive Models 

Predictive models utilize machine learning to extract correlations from experimental 

data and generate useful metrics. The most common distinction among these models is 

regression versus classification, which addresses whether an activity’s concentration 

must be predicted or whether a molecule is merely deemed active or inactive. Linear 
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regression models, such as linear discriminant analysis (LDA), logistic regression, and 

partial least squares (PLS), are useful because they are more interpretable but generally 

less accurate. Artificial neural networks (ANNs) are a widely popular method, and they 

are analogous to a system of neurons in the brain. The increased performance of non-

linear models comes at the expense of interpretability [34-36]. A sizable number of other 

machine learning approaches have also been explored, including random forests and 

support vector machines. 

When developing a model, the training, validation, and test sets are important to 

understand. During training, the model is iteratively adjusted to reduce differences 

between predicted and experimental data. Validation is used to monitor the model’s 

sensitivity to overfitting, tune hyperparameters, and choose the ideal model. A dedicated 

test set is the most impartial tool for evaluating model performance, although many 

published models use nearly all of the available data for training and internal validation, 

which is believed to be a practice that should be discouraged. Cross-validation uses the 

same data for training, validation, and test, but parts of the data are excluded from 

training in the process. 

 

5.2. Machine Learning Approaches 

Several predictive models can be used in different areas and research questions in drug 

discovery. These models can predict the activity of a protein in a given environment, 

predict a sequence after a sequence initial condition of a protein of interest, or design a 

list of molecules with specific characteristics for a target structure for drug discovery 

and design [3,37-38]. 

The training process of an AI algorithm represents a pivotal step in its life cycle, where 

the algorithm learns from a dedicated dataset and infers parameters that enable it to 

execute its intended tasks effectively. Regardless of the type of architecture or procedure, 

a training technique for the algorithm must be used to enable it to complete its specific 

assignment. Classification of learning procedures is based on whether the provided 

labels are preexisting in the dataset or not. When the dataset contain these labels, then it 

is called supervised learning; otherwise, it is referred to as unsupervised learning. The 

evaluation of each model is a fundamental part of the learning process because it defines 

the appropriate parameters, including hyperparameters. 

 

5.3. Validation of Predictive Models 

The final step in building a predictive model is its validation. Although internal 

validation with cross-validation and Y-scrambling can provide some information on a 

model’s performance and whether it is robust and valid, a more important evaluation of 

a QSAR model is through an external validation process, where the model’s predictions 

are tested on a set of molecules that were not used during the training process. An 

important question concerning predictive modeling is: how many molecules should be 

used for the test set, and how should they be selected? In general, the test-set molecules 

count should be at least 20% of the entire dataset (training and test sets). However, when 

machine-learning methods are used, a ratio of at least 8:2 between the training and test 

sets is recommended. It is also important to note that the test set should be representative 

of the entire dataset and cover its chemical and biological space. 

Seven basic parameters are frequently used to evaluate the quality of predictions 

generated by a QSAR model: the squared correlation coefficient for the training set (R²), 
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the squared correlation coefficient for the test set (Rtest²), the squared correlation 

coefficient for Y-scrambling (Rys²), the squared correlation coefficient for the cross-

validation process (Qcv²), the root mean square error for the test set (RMSE), the root 

mean square error for cross-validation (RMSECV), and q² – calculated for LOOCV. 

Equations for calculating R² and RMSE are provided, where Yi and Ŷi represent the 

observed and predicted activity values, respectively, and N is the number of molecules 

in the training or test set. 

 

6. Integration of AI in Drug Discovery Workflow 

The integration of Artificial Intelligence (AI) into drug discovery and design has 

revolutionized the field. The application of AI transforms the drug discovery, drug 

design, and drug optimization stages of new drug development. It accelerates the 

discovery of novel drug compounds and allows for the development of broader drug 

candidates, overcoming limitations of traditional approaches like specific receptor 

targeting and reduced side effects. Various AI techniques and algorithms successfully 

predict novel drug candidates, facilitating the development of effective immunotherapies 

against a range of diseases. 

AI algorithms applied to drug discovery are designed for specific objectives or phases 

within the discovery and development process. For instance, neural networks designed 

and trained to predict the novel drug potential of given compounds classify compounds 

as “active” and “inactive.” Likewise, convolutional neural networks (a deep learning 

algorithm) predict sites for specific types of chemical reactions (C-S or C-N coupling) 

along with active inhibitors that target the receptor CYP2C9. The drug discovery phase 

often involves molecular docking to elucidate how compounds interact with proteins, 

assess the binding potential and viability of the interaction, and design novel drug 

compounds. These can range from docking of small molecules to proteins to peptide–

protein or even protein–protein docking. De novo drug design plays an important role in 

compound development, employing AI and deep learning algorithms to generate novel 

compounds with desired properties. The rationale behind a particular target, protein, or 

microorganism and the choice of the screening library are important aspects of the drug 

discovery phase. 

 

7. Challenges in AI-Driven Drug Discovery  

Artificial intelligence-driven drug discovery can be daunting due to the application of 

AI algorithms on various steps of the drug discovery and design process. One main 

concern is the balance between data availability and data requirements of the algorithms. 

The lack of data can lead to the inaccurate evaluation of the AI model's performance. 

Conversely, the use of high amounts of data can lead to an extremely high cost with 

respect to time and money. In addition, the data used to train the AI models are not 

always reliable. When the data contain errors it decreases the reliability of the output of 

the models. Therefore, it is suggested to check the quality of the data before training the 

AI models. 

Another challenge in AI-driven drug discovery and design is the integration of different 

AI algorithms in the drug discovery workflow. When the output of one AI method is 

used as an input of another AI model, it is important to consider whether both models 
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are feasible to train on the same dataset and whether the output of the first model is valid 

input data for the second. These considerations are important because the use of non-

feasible training data can lead to inaccurate evaluation of an AI model, and unreliable 

input for the subsequent model may deteriorate its functionality and accuracy. Moreover, 

the interpretability of the AI models should be considered, as a lack of interpretability 

can hinder understanding of the model's predictions and underlying rationale. 

Future developments in AI-driven drug discovery and design should embrace improved 

data integration, animation, and utilization. Another expected future trend involves the 

combination of the new drug candidates predicted by generative AI methods with the 

prediction of their FDA approval probabilities. The consideration of the most likely 

reaction pathway of the AI-generated molecules can further increase the success rate of 

these algorithms. The prediction of the possible toxic effects of the generated drug 

candidates can facilitate clinical trials, as it provides additional information for testing. 

Although AI methods offer enormous potential in drug discovery, their current 

application in the pharmaceutical industry remains limited. The insights and warnings 

provided here may encourage further adoption of these tools. Specifically, upcoming AI 

developments should aim to enable the creation of personalized drugs and therapies to 

achieve an individual fit for every patient. 

 

7.1. Data Quality and Availability 

High-quality data is crucial for AI-guided drug discovery. Reliable information on the 

chemical structures of active molecules, their sizes, and physicochemical properties is 

needed. Chemical databases provide data on millions of compounds that can be used for 

de novo design and in silico screening. Common sources of bioactivity data for AI 

applications in drug discovery include BindingDB, ChEMBL, DrugBank, the National 

Cancer Institute database, GtopDB, and the PDSP Ki Database. Additional repositories 

such as ChemBL, ChemSpider, ChEBI, and PubChem offer supplementary information. 

Patent databases contribute further relevant data. 

The accuracy of docking results depends largely on the generated conformations. 

Developing a protocol to produce consistently accurate docking poses remains a work 

in progress. Although many programs allow for flexible ligands, only a few can handle 

full receptor flexibility.Flexibility and adaptability, however, are intrinsic features of 

biological systems. Accurately accounting for induced-fit effects—where proteins adopt 

different conformations upon ligand binding—can significantly enhance docking 

accuracy. Hence, considering receptor flexibility is a priority in advancing docking 

methodologies. 

 

7.2. Interpretability of AI Models 

Interpretability of AI Models Interpretation of the final predictive model is of utmost 

importance before analyzing the results. For structure-based methods, visualization of 

the aligned docked pose with the crystal structure, hydrogen-bonding pattern, 

hydrophobic interaction, electrostatic interactions, π–π stacking, and π–cation 

interactions using various tools such as Discovery Studio, PyMOL, and Ligplot helps in 

assessing the accuracy of the docked pose. As discussed earlier, the accuracy of the 

scoring function is questionable in some cases. Hence, a large focus should be on the 
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interaction pattern along with the score. The use of trust scores for the predicted pIC50 

value of the QSAR model can improve the interpretability of the model. Deviation of 

prediction data from the training data might result in unreliable predictions. The 

similarity distance metric between the predicted data point and the training dataset, 

which quantifies the similarity between the two, helps in this regard. A high value of this 

metric means that the prediction falls outside the training dataset, thus making the 

prediction unreliable. Further, the interpretability of the predictive model increases when 

confidence/uncertainty bounds are plotted around the predicted values. Predictive 

models can be enriched by additional details corresponding to the dataset, such as the 

experimental method used, cell line, and/or mode of action. Active molecules can be 

clustered using unsupervised learning techniques such as K-means clustering and 

correlated with the additional fields. This would provide insight into the molecules 

contributing to the predicted value. For example, models trained on molecules having 

their EC_50 reported for a particular cell line could be applied to screen a new dataset, 

and the hits could be clustered and segregated according to their cell line. This would 

aid researchers in selecting molecules specific for their desired cell line/s. 

 

7.3. Regulatory Considerations 

The development, testing and sale of any medicines or drugs require regulatory approval 

to ensure safety and efficacy. The main agencies regulating this are the Food and Drug 

Administration (FDA) in the United States and the European Medicines Agency in the 

European Union. Regulatory bodies will consider the impact of AI on all aspects of the 

drug discovery process including clinical trials, supply chain, manufacturing, marketing 

and safety. 

The use of AI in clinical trials has been reviewed from a regulatory perspective and a 

number of challenges identified. In the case of clinical supply-chain management and 

manufacturing, AI can assist with large-scale product manufacturing and distribution. In 

marketing, AI can help to monitor sales to physicians and provide cyber security support. 

Finally, AI-powered analysis of adverse drug reactions and side-effects can support drug 

safety and post-market surveillance. Unfortunately, biases in AI-models can lead to 

unintended harms and there are legal and ethical challenges, which require attention. 

 

8. Future Trends in AI and Drug Discovery 

There are few indications that AI algorithms and applications will undermine the drug 

discovery processes. The discussions and critical examination suggest that AI could act 

as an invaluable partner in the drug discovery and design processes. Deep learning, 

molecular docking, de novo drug design, and predictive modeling stand out as promising 

AI techniques for several drug discovery niches. In practice, these AI approaches often 

operate in tandem. Molecular docking, for example, is frequently integrated into de novo 

drug design. Deep learning has particularly benefited certain predictive modeling 

strategies. 

Besides the challenges preceding the application of AI, the high cost of drug discovery 

will also influence the advancement of AI-related tools and applications. The 

development of a drug is a long and costly venture — up to US$2.6 billion, spanning 

several years. Consequently, there is a pressing need to explore novel technologies, 
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including AI, to reduce the time and cost associated with meeting unmet medical needs. 

Addressing these concerns will make the era of AI in drug discovery a reality. In 

conjunction with the high cost, issues such as lack of experimental validation and poor 

quality of experimental data further restrict laboratories from pursuing AI applications. 

 

8.1. Emerging Technologies 

Drug discovery is universally recognized in the pharmaceutical domain as labor-

intensive, costly, length; time-consuming, with tremendous attrition rate, requires 

multidiscipline expertise, and also highly demanding. In the non-empirical drug 

discovery approach, the computer-aided drug discovery (CADD) is exploited utilizing 

inherent empirical knowledge and ability of the computer to process information far 

quicker and efficiently compared to the human brain. As the biological scope of target 

proteins in the pathogenic life-cycle is on the verge to resolve, the researchers are 

compelled to discover novel lead molecules for those targets that are driving the existing 

drug resistance and also capable to fulfil the need of unmet therapeutic demand. 

Therefore, the demand for structure-based drug design (SBDD), lead discovery, and 

effective prediction algorithms are highly desirable and also becoming a rapidly growing 

field. The advancement in technology and laboratory automation has resulted in ever-

growing data. In the same way, the field of artificial intelligence (AI), in particular 

machine learning (ML) and deep learning (DL), which are branches of AI, are also 

advancing continually. Therefore, the plausible strategy is to couple AI techniques with 

molecular modelling methods to make the drug discovery and development process 

more efficient, accurate, and effective in determining the potential lead molecules that 

are capable of fulfilling the therapeutic demands with minimum adverse effect. 

The major reasons behind joining the two fields are presented here: (a) in the classical 

QSAR/QSPR, the descriptors generally reflect the statistical information, and the 

extraction of the three-dimensional information relies on the method of using the 

centroid, and AI methods, in particular, DL techniques excel on learning the graphic 

information, (b) the binding affinity is associated mainly with the three-dimensional 

structure, and docking methodology excels on generating the docked complexes from 

the 3D information, (c) generating new compounds by maintaining the predefined 

properties of the compounds greatly supports the SBDD approach, (d) the advancement 

in technology and laboratory automation results in the availability of more and more 

experimental data for the training, and (e) the major aim is to make the drug discovery 

and development more efficient, accurate, and effective by taking the advantage of the 

input information from the predictive modelling to the SBDD. 

8.2. Collaborative Approaches 

Research in AI for drug discovery often requires a wide array of domain-specific 

knowledge, including drug discovery pipelines, chemical biology, biochemical assays, 

ADMET, clinical trials, and regulatory guidelines. Researchers explore various curated 

data sources, chemical descriptors, machine learning algorithms, and validation 

techniques. Many AI projects within pharmaceutical companies require collaboration 

among scientists specialized in different areas. 

Companies developing AI for commercial use usually partner with large pharmaceutical 

companies to initiate projects, refining algorithms based on challenging prompts for 
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producing specialized important drug leads. Both partners contribute, and some 

collaborators emphasize simulation, others synthesis and screening. Successful 

collaboration requires productive practice, supported by extensive communication, 

iterative synthesis and testing, well-chosen screening assays, and resistance to the 

temptation to fit AI-designed leads within familiar results. 

 

8.3. Personalized Medicine and AI 

Patient centric principle is gaining increasing importance in the pharmaceutical industry. 

Individuals differ in their safety and efficacy response towards vaccines and drug 

treatment. This is due to a complex interplay of innate and external factors, including 

genetic factors and environmental stimuli that are distinctive for every subject and that 

affect the immune response to vaccines and drugs. Personalized medicine aims to predict 

treatment efficacy and adverse effects, thus facilitating the choice of the most efficacious 

and safe drug class for an individual patient. Several pharmacogenomics driven drug 

discovery efforts have been directed towards the identification of efficacious molecules 

for personalized medicine. 

Deep reactive-ion etching ( diep ) is widely used in the manufacturing of micro-electro-

mechanical system ( MEMS ) devices. It offers desirable fabrication features such as 

substantially vertical etch sidewalls and high aspect ratio structures. There are multiple 

etch process variables that can influence the etch profile and etch rate during the etching 

of silicon wafers. These process variables need to be considered and optimized during 

the experimental design. Deep learning models, specifically back-propagation neural 

networks ( BPNN ), vector machine regression ( SVR ), and conventional regression 

models are developed and compared using small samples of experimental data from 

Bosch etching processes utilized in MEMS manufacturing. The suggested BPNN 

method exhibits the strongest modeling performance among the models, which not only 

performs well in profile prediction but also supports data augmentation in the etch 

process design. 

 

9. Ethical Considerations in AI Applications 

The availability and characteristics of data used for training AI models can inadvertently 

introduce bias, potentially making them discriminatory and impacting drug discovery 

effectiveness. Innovative methods for utilizing Electronic Health Records have proven 

successful in drug discovery; however, regulatory and data protection authorities remain 

concerned about data privacy. Patient data protection is vital, especially when datasets 

contain personal and sensitive information. Existing regulations must be clearly 

understood, and necessary measures taken before working with such data. 

Recent progress in AI has driven interest in extending its use to other drug discovery 

areas. Nevertheless, the application of AI in healthcare and drug discovery presents 

unique challenges that must be addressed: managing small or imbalanced datasets, 

integrating multi-modal datasets, protecting privacy, and ensuring interpretability of 

results. These challenges are interconnected and warrant comprehensive consideration. 
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9.1. Bias in AI Models 

Recent breakthroughs in artificial intelligence (AI) have transformed the realm of drug 

discovery and have initiated a new renaissance in medicinal chemistry. Two major 

factors have contributed notably to the stunning advancement of molecular design and 

prediction by AI: the surge of deep-learning neural networks and cities built on big data. 

However, debilitating undercurrents remain. The availability of substantial data biases 

the generation of AI molecules and music files alike. 

Central concepts, evaluation criteria, and examples of bias in AI-driven drug discovery 

workflows are examined. Comprehensive overviews are provided of major predictive-

modeling schemes, followed by discussions of bias in molecular docking, de novo 

design, and other predictive-modeling calculations. Basic aspects of molecular docking 

are covered, including scoring, sampling, and docking evaluation metrics, referencing 

illustrative case studies built upon the docking methodology. Subsequent sections 

consider the core ideas underpinning de novo design and include a selection of 

representative case studies. 

 

9.2. Data Privacy Issues 

The emergence of big data and the accumulation of vast repositories of data from various 

sources entail quite a few issues, and data privacy concerns are at the center of many of 

them. Corporate data are an invaluable asset, and their generation requires a lot of 

investment of time, money, and other resources. The unregulated sale and misuse of the 

data can cause harm in terms of economic losses to the creator as well as intellectual 

property issues. The glass–glass synthesis of quantum dot displays has been threatened 

due to data leaks.5 It was reported that the manufacturers in the Korean display sector 

were victimized in Seoul at exhibition pavilions by deceptive requests for data, which 

were used for a similar purpose in China.5 In an attempt to protect its data, large pharma 

generates a large number of proprietary databases of the structure, activity, targets, and 

other useful information obtained from its drug discovery projects and clinical trials. 

Also, the speed of modern drug discovery cannot be sustained without the use of Big 

Data generated in the past by many other companies. However, open sharing of data 

sensitive to human health can raise a very important question: whether sharing them will 

violate individual data privacy. Another consequence is that, once compound series with 

potential activity have been identified, it is highly likely that many pharmaceutical 

companies will want to preserve this information for their own purposes rather than 

sharing it with specialists in other domains. 

The race to get a vaccine and cures for COVID19 caused the largest collaboration 

between pharmaceutical companies across the world, which led to the sharing of data 

related to the disease. Pharma companies in the US came together, under the leadership 

of the White House, as part of the Accelerating COVID-19 Therapeutic Interventions 

and Vaccines (ACTIV) partnership and the COVID R&D consortium, supported by the 

Foundation for the National Institutes of Health. According to the NIH leaders, the 

partnership works to establish collaborative framework for a coordinated research 

strategy that prioritizes and speeds development of the most promising treatments and 

vaccines. The group has helped enable the sharing of data and resources, including 

harmonizing preclinical and clinical procedures and evaluating the most promising 
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candidates. It also helped develop a common process to prioritize vaccine candidates, as 

well as optimized clinical trial-administration parameters and standardized data 

collection. 

 

10. Case Studies of AI in Drug Discovery 

There are numerous examples of pharmaceutical companies successfully using AI 

techniques in different drug discovery phases. By using a deep-learning-based method, 

Ekins identified six known drugs associated with the treatment of Ebola, HIV, and 

malaria, out of which three compounds were active in an in vitro assay against 

Schistosoma mansoni. Zhavoronkov used deep learning for the generation of novel 

molecules associated with oncology, with six out of 28 compounds synthesized showing 

inhibitory activity against the target. More recently, the company Insilico Medicine 

developed an end-to-end pipeline to generate, synthesize, and test new molecules against 

a novel coronavirus, with molecules generated, synthesized, and tested in less than 50 

days. 

Derek Lowe noted in his blog "In the Pipeline" the extraordinary number of claims 

regarding Deep Learning and AI in general in the last 24 months, some of them really 

sensationalist, but without a clear proof of the practical impact in the discovery of new 

drugs. This effect should alert drug hunters, but also promote fresh work aimed at 

identifying the bottlenecks in using AI for drug discovery. These bottlenecks do exist, 

and researchers should be well aware of them, so that they actually end up using the 

tools for what they are, useful tools for drug discovery, yet still in their infancy in real 

terms. 

 

10.1. Successful AI Applications in Pharma 

A number of real instances of deep learning (DL) application to drug discovery deserve 

mentioning. Benevolent AI identified Baricitinib as a potential treatment repurposing for 

coronavirus SARS-CoV-2 by utilizing a knowledge graph by April 2020. Atomwise 

conducted structure-based screening and identified two drugs against the 2019-nCoV 

3C-like protease by using a structure-based screening model in 2019. 

At the beginning of the COVID-19 breakout, Insilico Medicine employed GENTRL for 

de novo drug design, screening, and identification of targeted DDR1/DDR2 inhibitors 

with nanomolar potency. Janssen Research & Development developed PADME to 

prioritize small molecules active against Ebola Virus. Alkermes applied similarity search 

and ensembled naïve Bayes classification model to quickly discover potential Ebola 

virus inhibitors. Orengo Group at University College London ranked compounds based 

on predictions from Random Forest and support vector machine (SVM) models, 

followed by molecular docking, as part of the 2019-nCov community hackathon 

organised by European Molecular Biology Laboratory (EMBL). Atomwise’s 

convolutional neural network (CNN)-based AtomNet ranked compounds by probability 

of binding to Ebola virus proteins, which were subsequently subjected to further 

computational validation and experimental screening. 
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10.2. Lessons Learned from AI Implementations 

A set of lessons learned from AI implementations in Drug Discovery and Design tell 

about the significant progress and shorter time and fewer resources needed in 

pharmaceutical research. Constituting a partly settled topic because of the continuous 

number of AI implementations in the industry, the present summary highlights the 

promising aspects of AI. Deep learning techniques, molecular docking calculations, de 

novo drug design, and predictive modelling in different applications constitute selected 

examples, although AI methods can be applied in other relevant aspects of research and 

drug discovery. 

Deep learning encompasses a set of techniques based on neural networks. Convolutional 

neural networks take advantage of the concept of convolution between an input and a 

kernel, allowing the discovery of specific patterns, usually in images. Recurrent neural 

network consider as input one element at a time from a sequence—words, characters in 

a sentence, or bases in a DNA or RNA sequence. Molecular docking is widely applied 

in drug development projects for predicting protein–ligand structures and protein–ligand 

interactions. Several algorithms for molecular docking calculations are available. The 

search or sampling algorithm explores the conformational, orientational, and positional 

space of the ligand to dock it into the target’s binding site, usually a protein receptor or 

an enzyme. A scoring function evaluates the energy of each protein–ligand complex 

whose score will be optimized by the search algorithm. De novo drug design is also a 

crucial area that requires huge time and effort, and here the use of suitable algorithms 

can shorten the lead optimization step in drug discovery. 

 

11. Conclusion 

Artificial intelligence has demonstrated significant potential in reshaping drug 

discovery. AI algorithms are capable of resolving numerous longstanding computational 

challenges in medicinal chemistry by revealing intricate relationships between molecular 

structure and therapeutic activity. The application of Deep Learning (DL) methods is 

revolutionizing drug discovery across the pharmaceutical industry. Various DL 

techniques, such as artificial neural networks (ANN), convolutional neural networks 

(CNN), and recurrent neural networks (RNN), have been rigorously evaluated in recent 

research. Molecular docking offers remarkable opportunities to expand chemical 

libraries through structure-based drug design and to repurpose early-stage drug 

candidates. De novo drug design provides central concepts for creating novel 

compounds optimized for specific target proteins. Predictive modeling further 

contributes to the field by enabling accurate forecasts of molecular properties and 

activities, thereby streamlining candidate selection in drug development. Together, these 

approaches—when integrated with appropriate validation steps—underscore AI’s 

transformative role in addressing current challenges within drug discovery and pivot the 

pharmaceutical industry toward a new paradigm. 

Future perspectives suggest that AI will continue to enhance the identification of safer 

and more effective drugs. 
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1. Introduction to Formulation Development 

The purpose of formulation development is to enable the delivery of an active 

pharmaceutical ingredient (API) to realize the desired therapeutic effect in patients. The 

development of excipients and dosage forms is therefore crucial for successful delivery; 

however, the formulation development process is often iterative and time-consuming. 

Incorporating machine learning enables automation of the workflow while stabilizing 

the variation of prediction accuracy. 

Optimizing the excipients involved in formulation does not only improve the one-

directional characterization of an excipient on the API but also the synergistic effect of 

multiple excipients on the delivery system. Machine learning algorithms assist in 

optimizing excipients by enabling fast data processing and predicting performance under 

certain conditions. 

2. Overview of Machine Learning 

Machine learning (ML) is a sub-discipline of artificial intelligence (AI), meaning any 

computer implementation performing an intelligent task adaptable to variety of 

experience. It has fundamentally reshaped the practice of statistics by emphasizing 

prediction rather than inference [1-2]. The computer programs are said to learn from 

experience E with respect to some class of tasks T and performance measure P, if their 

performance at tasks in T, as measured by P, improves with experience E. Applied to a 

wide range of tasks in sciences, engineering and industries, it has resulted in striking 

improvements in cellular image that exceed human perception power, chess that 

outperform human world champion, self-driving cars that reduce accident rates and 
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severe economic loss, and many more [3-5]. Machine learning coupled with high-

throughput formulation experiments enables rapid prediction on optimal excipients, 

optimal dosages and stability prediction. By iteratively updating the model with online 

data, formulation development process can be automated. 

3. Role of Excipients in Formulation 

Excipients in pharmaceutical formulations serve diverse purposes at various stages: from 

facilitating the manufacturing process to enhancing stability during storage, and 

influencing drug release and absorption in vivo. The physicochemical features of 

excipients, such as mechanical strength and lubrication properties, can significantly 

affect the formulation process. Consequently, selecting an appropriate group of 

excipients—based on type, quantity, and interaction—can optimize formulation quality 

and manufacturing efficiency, thereby reducing product development time. 

Excipients belong to three principal categories: fillers, binders, and disintegrants (see 

table). Fillers primarily determine bulk density and can be either dry or wet granulated. 

Binders create cohesion among drug and excipient particles and are categorized as dry 

binders, solution binders, or spray deposition binders [6-8]. Disintegrants facilitate tablet 

break-up and dispersion upon contact with fluids, and are classified according to their 

mode of action. The selection of excipients involves considerations of physicochemical 

properties such as compressive strength, friability, and flow properties. 

3.1. Types of Excipients 

Hancock and co-authors define excipients as “any constituent, other than the active drug 

substance, intentionally included in the manufacturing process or contained in the 

finished pharmaceutical dosage form” (...). Excipients can be classified according to 

their function in the dosage form, which can be, among others, improving the esthetic 

and organoleptic properties (colourants, flavouring), improving the manufacturability 

(lubricants, glidants), improving the physical properties (fillers, diluents, disintegrants) 

and improving stability (preservatives, chelating agents, anti-oxidants). Excipients not 

only exert their function during the manufacture of dosage forms (e.g. acting as bulking 

agents to provide product of a practical size). They can fulfil other functions as well, 

such as sustaining or controlling drug delivery in the body (controlling agents). When a 

dosage form is administered to the patient, excipients can provide a suitable form, enable 

stability of the drug, influence solubility and bioavailability or can be integral parts of 

the pharmaceutical performance (effect-enhancing agents) (see overview in). Different 

requirements can be distinguished for excipients for immediate-release versus dosage 

forms for modified-release, with more specific properties typically being required for 

the latter. The characteristics of the active ingredient and hence the production process 

can also have influence on the choice of the excipients. Common excipients are for 
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example lactose monohydrate, microcrystalline cellulose (MCC), starch, silicon dioxide, 

talc, magnesium stearate, water and ethanol. The choice of excipients depends on the 

different manufacturing processes and the selected dosage form. Selection of appropriate 

excipients and optimization of excipient levels in solid dosage forms adds to the 

challenge of formulation development. 

3.2. Selection Criteria for Excipients 

Proper selection of excipients is critical. In addition to pharmaceutical, toxicological, 

and ecological evaluation, the effects of lubricants on dissolution, disintegration, and 

compressibility should be considered by checking their sensory properties. Although less 

studied, sensory properties are important. Additionally, cheap natural polymers can be 

used as texturizing agents and modifiers of product properties. Inappropriate selection 

of excipients can result in poor patient compliance, drug failure, wasted resources, and 

reduced profits. 

An optimized, low-cost excipient composition was demonstrated for oral syrup 

concentrate [7,9-10]. The risk of side effects and high drug doses can be circumvented 

by utilizing excipients that increase stability. Selecting effective and non-irritating 

polymers is necessary when developing orally disintegrating tablets. Since excipients 

considerably affect the final product's properties, any mistake in selection plans risks 

wasting time, resources, and money. 

4. Machine Learning Techniques in Excipients Optimization 

Excipients play an essential role in the development of pharmaceutical formulations and 

medical devices. Although they are classified as inactive ingredients, their 

physicochemical properties and concentrations can significantly impact product safety 

and efficacy. Selecting and testing excipients during formulation development remains 

complex and time-consuming owing to the absence of established selection criteria and 

a thorough understanding of the related mechanisms. In recent years, machine learning 

(ML) has contributed to excipient optimization by establishing data-driven prediction 

models for characterizing the effects of excipients on final products. With the continuous 

accumulation of high-quality experimental data, new ML algorithms are now being 

adopted to effectively perform predictive modeling in this field [1,11-14]. 

It is worthwhile to note that these ML models are statistical in nature and rely heavily 

on the quantity and quality of the training data, which can originate from open sources 

or in-house R&D results. To ensure reliable predictions, it is crucial to minimize data 

noise and systematic errors. Additionally, the selection of proper algorithms and the 

interpretability of ML models also affect performance and should be carefully 

considered during model development. 
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4.1. Data-Driven Approaches 

Formulation development is considered an important process in different fields such as 

chemicals, foods, and pharmaceuticals. This process involves the careful design and 

mixing of several ingredients to produce a final product with defined characteristics and 

qualities. Poor formulation design may adversely affect the safety, strength, wear 

resistance, water and chemical resistance, smoothness, efficiency of product function, 

taste, color, and fragrance of the product [13,15-17]. In fact, formulation development 

is very important in drugs to achieve optimum therapeutic effect. The use of active 

pharmaceutical ingredients (API) alone, without being combined with chemical or 

natural substances known as excipients, is assumed to be the major factor in the 

challenges of drug formulation development. 

Machine learning (ML) is an area of artificial intelligence (AI) that uses statistical 

techniques to give computer systems the capability to "learn" and improve from previous 

experience without being explicitly programmed. ML techniques enable the exploration 

of information; therefore, the implementation of ML within different steps of the 

formulation development process, such as excipients optimization, dosage form 

development, dispersion/stability prediction, and so on, has been developed. 

4.2. Predictive Modeling 

Data analysis is a crucial phase of formulation development: the extent, quality, and 

labeling of the data highly influence the performance of the model. Optimization and 

trend identification may be based on data analysis alone, but predictive machine-learning 

models enable the prediction of the direct outcome of interest given process and 

composition conditions. In addition to the choice of the experimental design, the 

selection of a predictive modeling algorithm depends on the type of prediction. 

Specification limit prediction involves classifying an experiment as passing or failing. 

The suitable type of model is classification, which assigns a label (class) to each sample 

examined given a set of features [18-20]. Prediction of declaration and realization of 

quantitative variables requires a model that predicts a quantity based on features. Using 

regression techniques, the model predicts a continuous target variable. For prediction of 

stability outcomes, stability-indicating variables need to be selected. No specific 

classification algorithm has been identified as being suitable for all formulation 

problems. Nevertheless, artificial neural networks and SVM generally show high 

performance. Regression prediction of formulation properties, such as dissolution, 

particle size, release, Z-average, moisture uptake, and diameter, requires prediction of 

continuous variables, which drastically increases the complexity of the prediction. 

Ensemble methods, kernel-based methods, and artificial neural networks generally 

outperform the other algorithms for regression-type problems [19,21-22]. 
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Interpreting the weights of the independent variables to determine how the properties of 

the individual excipients influence the dissolution profile remains challenging, but 

certain methods of calculating the relative importance of the features can increase the 

interpretability of the results. A relative importance score indicates the contribution of a 

given feature to the predictive performance of a model and facilitates interpretation of 

the model and identification of the features with the largest contribution. These scores 

are calculated by evaluating the change in prediction error when a feature is removed 

from the model. By enhancing the interpretability of predictive modeling algorithms, the 

overall knowledge of the developed dosage form and the understanding of the driving 

variables that influence the stability of the characteristics are increased. 

5. Dosage Form Development 

Dosage forms are the physical forms of pharmaceutical drugs and administration devices 

combination used to deliver a drug product. In the pharmaceutical world, a dosage form 

is how an active pharmaceutical ingredient (API) is delivered to the patient. Dosage form 

development directly impacts customers' quality of life [11,23-25]. 

The ultimate goal of pharmaceutical product development is to create products that meet 

customers' satisfaction with product quality and performance, creating a good market 

position and increasing profits. To fulfill customers' needs, drug development companies 

often bring drugs to the market as quickly as possible with the lowest possible budget, 

and an efficient development process is required to reduce costs and development time. 

Machine learning has the potential to enhance drug discovery and development 

processes by providing auxiliary data analysis for decision-making, automating 

workflows, accelerating data mining and knowledge discovery, and enabling complex 

data-driven predictive capabilities. As a new approach, ML has received special 

attention and broad applications for the optimization and selection of excipients, dosage 

form design and optimization, and stability prediction. 

5.1. Types of Dosage Forms 

The term dosage form describes a specific form of drug formulation designed for 

administering to humans and animals (i.e., solid, liquid, gas, etc.). Formulation scientists 

select the dosage form by taking several aspects of the drug into account, such as 

solubility, permeability, abstraction, physical, chemical and biochemical stability, 

pharmacokinetic and pharmacodynamic parameters, mechanism of action, receptor site, 

duration of action and drug concentration [26-28]. In addition to therapeutic effects, 

patient compliance remains critical during selection. Dosage forms may be broadly 

classified as conventional preparations or controlled-release preparations. 

Dosage form development focuses mainly on overcoming the drawbacks of 

conventional preparations. As a branch of pharmaceutics, dosage form research is 
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complicated because of various types of dosage forms, each with its own unique 

characteristics. Considerable efforts have been invested by researchers in optimizing 

dosage forms in terms of physicochemical properties, stability, and other critical quality 

attributes. Discussions on the application of different ML algorithms in dosage form 

development can be categorized according to the type of dosage form. The main types—

solid dosage forms, semi-solid dosage forms, liquid or emulsion dosage forms, and 

others—are examined, with the optimization of dosage forms emphasized throughout. 

5.2. Formulation Challenges 

Formulation development focuses on creating pharmaceutical products that efficiently 

deliver a therapeutic effect at an acceptable dose with minimal side effects, incorporating 

appropriate storage and administration forms [29-32]. While the development of new 

drug molecules is marked by high attrition, long development cycles, and burgeoning 

costs, formulation of new drug products that launch with the drug molecule carries a 

fraction of the risk and cost. Unlike new drug molecules, formulation development is 

less stringent in terms of data and model validation, due to prior understanding from 

similar past formulations. However, formulation development is typically performed 

during scale-up and launch-related activities, thereby operating under shorter timelines. 

Machine learning can address these time constraints by effectively utilizing existing data 

from similar formulations, enabling rapid prediction of formulation properties and 

products. It can also exploit real-time process data generated during scale-up to optimize 

formulation properties and predict stability. 

Excipient optimization, dosage form optimization, and stability prediction constitute the 

three principal domains that formulate the bulk of almost any formulation development 

activity. Considering that the majority of approved injectable formulations in the U.S. 

during 1980–2017 were aqueous solutions, injectable formulation development 

underscores the imperative need for stability prediction during formulation 

development. Machine learning can be a valuable tool for optimizing excipients, dosage 

forms, and stability prediction—three areas that often demand disproportionate 

resources and time during formulation development. 

6. Machine Learning for Dosage Form Optimization 

Dosage form design typically aims to administer specific doses of a drug to patients at a 

non-toxic rate and in a controlled manner. Dosage forms can be divided into categories 

such as oral, parenteral, transdermal, nasal, vaginal, ophthalmic, inhaler, implant, and 

more. They can be in the form of solid, semisolid, liquid, aerosol, dry powder, bulk or 

coated, or sterile or nonsterile. The clinical application of dosage forms can vary as 

immediate release, controlled release, sustained release, delayed release, extended 

release, etc. Machine learning for drug formulation development can improve the quality 
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of formulated products and reduce time, cost, and risk by helping in intelligent screening 

of excipients, optimizing composition, and predicting different properties of 

formulations. 

The selection of excipients plays an important role in the optimization of a dosage form. 

Machine-learning algorithms such as ANN, SVM, RF, and others have been developed 

for formulation screening and optimization of oral, nasal, and parenteral products. ANN, 

RF, and non-linear experimental design have been used to optimize multiple parameters 

such as drug amount, excipient concentration (poloxamer 407, hydroxypropyl 

methylcellulose K100, ethyl cellulose), particle size, % drug release, and granulometry 

of ophthalmic suspensions to improve therapeutic efficacy and patient compliance. ANN 

has also been used to optimize the concentration of SDS and NaCl in formulations of 

lysozyme-loaded liposomes. 

6.1. Algorithm Selection 

Selecting an appropriate machine learning (ML) algorithm is a vital step in excipient 

optimization for dosage forms and stability predictions. Several supervised learning 

algorithms have been tested for their suitability in various excipient prediction and 

optimization scenarios. Support Vector Machine (SVM) algorithms, including Support 

Vector Classification (SVC), Support Vector Regression (SVR), and ν-SVR, have been 

used for classification or regression problems. Logistic Regression (LR), Decision Tree 

(DT), Random Forest (RF), AdaBoost, eXtreme Gradient Boosting (XGBoost), and 

Light Gradient Boosting Machine (LightGBM) have also been applied to related 

classification or regression tasks. In addition, Multi-Layer Perceptron (MLP), a type of 

neural network, has been employed for both classification and regression problems 

[31,33-35]. 

For excipient prediction and optimization, SVM algorithms generally offer suitable 

performance across different datasets. LR performs well for classification problems with 

binary variables. Ensemble learning algorithms, including RF, AdaBoost, XGBoost, and 

LightGBM, demonstrate excellent performance in handling nonlinear data in excipient 

optimization. MLP is applicable to both classification and regression tasks and is useful 

for modeling complex relationships. Selecting the appropriate algorithm depends on the 

dataset characteristics, the type of problem (classification or regression), and the specific 

application within formulation development. 

6.2. Case Studies 

Machine learning (ML) applications in formulation development encompass dosage 

form optimization, excipients optimization, and stability prediction. This section reviews 

representative studies within these domains to identify current popular techniques and 

highlight their investigative direction. The emphasis on excipients optimization can be 

traced back to earlier discussions explaining their necessity, whereas the focus on dosage 
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form optimization derives primarily from majority user preferences. Examination of 

stability prediction via ML addresses the critical role of stability in prescription 

validation and system maintenance [36-37]. 

Different formulation fields necessitate selection of tailored algorithms to address 

optimization and prediction tasks effectively; consequently, the respective sections 

naturally devote more attention to these topics. Ersoy utilized an amorphous solid 

dispersion (ASD) formulation database together with machine learning classification 

models to forecast which active pharmaceutical ingredients (APIs) should preferentially 

convert to the crystalline state during long-term storage. Wu developed an ML classifier 

aiming to predict whether an active drug molecule requires low melting or high melting 

excipients for utilization. Sun proposed a virtual screening method combining ML, 

molecular modeling, and in vitro experiments to pinpoint a new stabilizer for anodized 

aluminum anti-stripping agents. 

7. Stability Prediction in Formulations 

Matters of stability occupy a special rung in formulation development. Even if a new 

combination of excipients and active pharmaceutical ingredient (API) provides the 

correct results at the outset of the product's intended use, it can be of little value if any 

one of those excipients or the API deteriorates so soon that it is no longer efficacious or 

safe. Because stability is so key to the safe delivery of medicine, formulation 

development leveraging machine learning (ML) has focused heavily on models for 

stability prediction. 

The prediction of stability hinges on the identification of factors that influence it. Such 

determinants might include ingredient concentrations, temperature, humidity, pH, and 

more. In this setting, suitable ML techniques for stability prediction can include, but are 

not limited to, various regression algorithms and general ML frameworks configured for 

the regression task. These techniques, of course, revolve around a suitably framed 

predictive modelling approach. 

7.1. Importance of Stability 

Stability is an important quality of all products to have a reasonable shelf-life for their 

consumption without losing their quality during their lifecycle. In addition, 

manufacturers are also obliged to conduct the stability tests of the products of 

preparation before releasing the products on the market. Furthermore, the instability of 

finished products or medication formulations may also affect the containers in which 

these products are stored. Hence, stability is a very important quality of finished products 

of preparation, at the same time, determining whether formulated drug products have a 

reasonable shelf-life or not during the lifecycle of the drugs. 
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Shelf-life is a period of time that the medicinal products keep their quality and comply 

with specification. It is possible that dosage forms may be in a pharmaceutical stable 

state or at the end of the shelf-life. However, it is considered that the dosage forms may 

lose their stable state by the end of shelf-life. For instance, the dissolution profile of a 

solid dosage form is significantly influenced by the excipients, manufacturing method 

and storage condition. Both dosage form and environmental factors are also important 

to maintain the quality of the drug product during the lifecycle of the drug; for example, 

changes in temperature, humidity and pH may influence the concentration or quality of 

the rehabilitation of the drugs. In general, pharmaceutical products must be tested to 

predict their stability under long-term and stress conditions. 

7.2. Factors Affecting Stability 

Stability is a significant property of pharmaceuticals because it helps predict the shelf 

life of drugs. It measures the rate of which a drug loses its effectiveness or changes to 

an undesirable form. Despite the high importance of stability in formulation 

development, it is often neglected during the formulation design due to several 

challenges. These can be attributed to the long degradation time and the lack of effective 

analytical techniques that detect the onset of degradation from a solid dosage form. As 

a result, predictive approaches, including machine learning (ML), regression, and 

frameworks, have been developed to predict stability and contribute an insightful 

understanding of its influencing factors. 

Various external factors can affect the stability of drugs and drug products, including 

low or high temperature, high relative humidity, light exposure, and extreme pH. These 

variables may induce multiple known degradation mechanisms such as hydrolysis, 

oxidation, reduction, photolysis, and racemization. Controlling these factors is essential 

for enhancing stability. For instance, reducing moisture uptake in hygroscopic materials 

or maintaining a suitable pH for low aqueous solubility drugs are effective practices. 

Moreover, the properties of the drug itself, such as molecular weight, melting point, 

water solubility, and water sorption capacity, influence stability and must be considered 

in formulation development. 

8. Machine Learning Approaches for Stability Prediction 

Formulation development emphasizes optimization of excipients, dosage forms, and 

stability prediction. Stability prediction influences the expiration date and shelf-life of 

formulations and pharmaceutical products. Numerous factors, such as temperature, 

rainfall, relative humidity, pH, ionic strength, decrease the shelf life of formulations. 

Machine Learning prediction models enable ratings of the physical, chemical, and 

microbial stability of the final product. 
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Various robustness testing activities depend on stability prediction. Determination of 

proper shelf life is essential for new formulations. Classification of drug-product 

stability provides an option to store products under appropriate climatic conditions. 

Prediction of chemical degradation of active substances is an unforgiving part of product 

development. Consequently, the prevention of degradation that can reduce product 

stability is valuable. Prediction of product stability using different machine learning 

algorithms is an emerging approach towards the optimization of stability. Robustness 

testing of formulations can be predicted to reduce the time and cost. The selection of the 

proper predictive model for stability prediction of formulations depends on data quantity 

and type. Existing machine learning approaches such as support vector regression, 

artificial neural networks, multi-linear regression, and random forest are commonly used 

for stability prediction. 

8.1. Regression Techniques 

Machine Learning (ML) applied to formulation stability prediction is primarily cast as a 

supervised learning problem. Here, models are trained on accurately labeled stability 

data and then employed to predict the stability of new formulations. Such data may 

originate from drug products or individual ingredients and encompass varying degrees 

of curation. Classification modeling has been utilized to anticipate issues during stability 

trials, whereas regression techniques predict specific stability values. Automatic ML 

frameworks designed for successful stability prediction are also described. 

A crucial phase in a product's lifecycle involves assessing stability to define storage 

conditions and expiration periods. Product stability—encompassing chemical, physical, 

microbiological, therapeutic, and toxicological aspects—is influenced by diverse 

factors, including environmental conditions, formulation components, manufacturing 

processes, and packaging. Stability testing is time-intensive, often incurring delays in 

active pharmaceutical ingredient release and escalating development costs. Nonetheless, 

it remains indispensable for ensuring the safety and efficacy of finished drug products. 

8.2. Machine Learning Frameworks 

Stability is a primary concern in formulations designed for execution, and all factors that 

affect stability prediction should be considered carefully. The final formulation 

performance is influenced by various parameters, including the properties of drugs and 

excipients, as well as environmental factors such as humidity, temperature, and pressure. 

As more data become available, ML and deep learning techniques are increasingly used 

to develop models capable of predicting different formulation properties, while carefully 

considering all crucial input features. The Gaussian Process model obtains the input–

output function with a Gaussian distribution and has the advantage that the software 

itself balances model accuracy and complexity. 
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9. Integration of Machine Learning in Formulation Processes 

The distinct stages of formulation development—excipient optimization, dosage form 

development, and stability prediction—may marginally differ among industries, yet 

machine learning has become an indispensable tool at each phase. Formulation 

development constitutes a critical precursor to process development and manufacturing, 

with all latter stages hinging on its outcomes. The incorporation of machine learning 

facilitates automated formulation workflows, transforming formulation algorithms from 

rudimentary data-fitting procedures into adaptive, data-driven machines capable of 

continuous real-time learning from newly generated data. 

Machine learning has further cemented its role in formulating production control, 

particularly in blow–fill–seal sterilization forming processes for single-use 

pharmaceutical packaging. Data-led analysis of the process inhibits complex interactions 

and provides closed-loop control of the production environment. The balance between 

interpretability and prediction accuracy guides the selection of machine learning 

algorithms; interpretable yet less accurate models are preferred when bacteria control is 

the major challenge, whereas models with superior predictive accuracy aptly 

characterize the complex airflow environment. Similar approaches have emerged in 

other pharmaceutical application areas, encompassing preparation process optimization 

in solid dispersions, synthesis route selection for active pharmaceutical ingredients, and 

crystallization controlling. 

9.1. Workflow Automation 

Pharmaceutical formulation development is based on the preparation of the final dosage 

form, one of the crucial steps of the medicinal process. The formulation is a mixture of 

API and pharmaceutically acceptable substances called excipients. Machine learning 

(ML) has its own character in the progression of the pharmaceutical sector. It offers 

inventive methodologies for diverse fragments of drug design that require labeled and 

unlabeled drug formulation data. An excipient is an inactive ingredient in a 

pharmaceutical dosage form with the special intention of forming a suitable pill, capsule, 

syrup, or ointment for administering an active pharmaceutical ingredient. ML is 

frequently used for the optimization of excipients in the pharmaceutical field. The 

combination of excipients influences the therapeutic behavior of the pharmaceutical 

dosage form. Dosage-forms are utilized for preparation as well as the delivery of several 

drugs in the human body. Several types of dosage forms (tablet, suspension, capsule, 

etc.) are classified based on the route and site of drug administration. 

Optimization of the drug dosage form improves the drug administration process, 

maintains the drug API interaction, controls therapeutic efficiency, controls the release 

pattern for the drugs, etc. ML is frequently used for the optimization of various dosage 

forms. Stability prediction of a formulation is a major aspect of formulation 
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development. Stability refers to the capability of a pharmaceutical dosage form to 

maintain its pharmaceutical properties, which includes chemical, physical, 

microbiological, therapeutic, and toxicological variations of the drug during preparation 

and storage in the future. Estimation of the stability of different formulations belongs to 

the prediction section of the formulation development process. ML is also applied for 

the prediction of formulation stability. ML tools can automate several areas of 

formulation development, including formulation design and stability prediction. 

9.2. Real-time Data Analysis 

Machine learning enables development of automated workflows in formulation 

development. Typically, the workflow itself is heuristic and depends on a set of rules 

provided by a skilled operator at a given stage of formulation development. In addition 

to optimization of any step by machine learning algorithms, integration of rule-based 

heuristics with data-driven methods may be realized. For example, rules based on 

chemical and pharmaceutical knowledge can be incorporated into workflow-driven 

processes for formulation development. At the same time, the growing accumulation of 

experimental data allows machine learning tools to be deployed in real-time data 

analysis. For example, during the screening of experimental variables, the formulation 

space can be analyzed on the fly and the selection of experiments optimized. 

10. Challenges and Limitations of Machine Learning in Formulation 

Machine learning is a powerful tool for the development of excipients, dosage forms, 

and stability prediction. Machine learning facilitates the use of larger data sets and the 

analysis of multiple variables simultaneously, more accurately modelling the observed 

system. By optimizing important formulation parameters, formulation development time 

can be substantially shortened. Although formulation-oriented machine learning 

techniques can assist in screening excipients, optimizing dosage forms, and predicting 

stability, the utilization of machine learning in the formulation field remains in its 

infancy. Several challenges should be overcome for the establishment and advancement 

of machine learning in formulation. 

The quality of the model depends strongly on the connotation of the input data. The 

quantity and integrity of the data set determine the accuracy and predictive ability of the 

model. Therefore, carefully collecting high-quality data is crucial for a powerful model. 

In most cases, the data volume and information volume of dosage form-related 

properties are insufficient and fail to meet the requirements of machine learning. 

Consequently, the accuracy of the dosage form model is lower than that of the small-

molecule and protein models. Regarding the application of artificial intelligence in 

excipient development, inappropriate or biased data sets will cause incorrect predictions 

that may increase the safety risk of excipients, leading to the withdrawal of excipients in 
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the pharmaceutical market. Additionally, changes in formulation variables that 

significantly affect the optimization function may not be disclosed or explored because 

of confidentiality or privacy concerns. Typically, machine learning is treated as a 'black 

box' that fails to provide a simple and direct explanation of the relationship between 

inputs and outputs. This defect would lead to reduced explainability, preventing 

pharmaceutical scientists from fully understanding the practical and theoretical 

applications of the model. However, in recent years, interpretable machine learning has 

attracted considerable attention and has been performed in the pharmaceutical field. 

10.1. Data Quality Issues 

Machine learning models in formulation development require high-quality input data 

that are verified for integrity and meet the modeling objectives. Several challenges arise 

when analyzing data, especially during automatic screening, optimization, and 

prediction of new formulation compositions. The source, type, diversity, and size of data 

affect all modeling stages, from development to evaluation. 

Data for modeling are usually collected from experimental formulation studies or 

published literature. Data from selected studies should be reliable, and diverse and cover 

the entire experimental space in terms of formulation compositions and process 

parameters. Experimental data are generally more reliable but costly to generate, 

whereas published data can be cheaper but need careful evaluation. Model predictability 

also depends on data quality; outliers and noise within data can significantly reduce 

predictive accuracy. Identifying and excluding inconsistent data before modeling is 

therefore crucial. Additionally, insufficient data points for certain parameter values can 

lead to poor prediction; in such cases, modeling approaches capable of handling small 

and imbalanced datasets, such as support-vector machines, tree-based methods, and 

Bayesian models, may be advantageous. 

10.2. Interpretability of Models 

Despite numerous successful applications, the adoption of ML algorithms by domain 

experts largely depends on the interpretability of the developed models. The ultimate 

aim of a predictive model is not only to generate good predictions but also to provide an 

explanation for those predictions, contributing to a deeper understanding of the problem 

and highlighting important features that affect model behavior. Potential reasons for 

poor predictive performance, such as data-related issues, can be identified through ML 

interpretations. Furthermore, model interpretation techniques enable the understanding 

of premises or risk factors in prediction models for toxicological or demographic 

analyses, facilitate in-depth knowledge of the explored problem, and assist in comparing 

different models and validating their quality. 

In recent years, the scope of automated formulation product development has expanded. 

It demands more intelligent guidance during design phases and integrates full-process 
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quality control and decision-making into development research. The significance of 

process analytical technology has been widely recognized, enabling real-time analysis 

of experimental data during formulation product development based on production lines. 

ML provides an important foundation for implementing intelligent judgment, decision-

making, and risk assessment in the development processes of formulation products. 

11. Future Trends in Machine Learning for Formulation Development 

As ML techniques become more sophisticated, they may transform formulation 

development by performing tasks suggested by scientists or generating independent 

research and development paths, thereby significantly enhancing formulation 

development efficiency. Recent developments include physics-constrained neural 

networks (PCNNs), which improve model generalization by integrating physical 

principles, and few-shot learning algorithms capable of adapting to new domains with 

minimal data. Additionally, the fusion of expert knowledge with ML algorithms is 

facilitating the prediction of drug release profiles in nanomedicines. As new formulation 

challenges emerge, such as the double-containment coating issue in potency 

enhancement, the potential of ML is anticipated to drive resolution toward automated 

workflows. Furthermore, the burgeoning growth in ML publications augurs well for 

breakthroughs across all stages of formulation development. 

Machine-learning techniques can exploit enormous, multifactorial datasets to diagnose 

formulations that are susceptible to instability. In recent years, diverse chemical stability 

prediction models have been developed in the academic and industrial laboratories of 

the pharmaceutical industry; regression algorithms such as Support Vector Regression 

(SVR), Random Forest (RF), Extreme Gradient Boosting (XGBoost), and Artificial 

Neural Networks (ANN) form the foundations for these models. Despite ongoing 

progress, there remain challenges related to data collection, curation, and the 

development of novel ML frameworks and methods for stability prediction. Establishing 

a comprehensive, publicly available stability dataset, together with further development 

of predictive models, would significantly support formulation stability prediction. 

Moreover, robust ML frameworks currently available in preclinical formulation research 

could be adapted for commercial-scale formulations in the near future. 

11.1. Emerging Technologies 

Machine-learning (ML) algorithms, which learn abnormal patterns and focus on key 

factors through analysis of past data, have recently been applied to enhance formulation 

development. With the increasing availability of pharmaceutical databases and the 

expansion of data, formulation development can be optimized through ML, thereby 

saving formulation resources. At present, ML algorithms mainly optimize excipients in 

a formulation, predict the degree or time point at which the dosage form begins to show 
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instability or loses efficacy, and have a reputation for automating workflow by 

incorporating large pharmaceutical data. Nevertheless, supervised and unsupervised 

approaches come with limitations. Data quality–related issues remain a challenge, and 

model interpretability presents a practical obstacle in clinical practice. These barriers 

need to be addressed before the full development of ML paradigms. 

These issues underline the importance of an in-depth understanding of various ML 

algorithms employed in formulation development. A comprehensive discussion was thus 

initiated by focusing on excipients optimization of the formulation; the selection of 

optimal excipients plays an important role in the design of new dosage forms. Dosage 

forms may be considered as an important constituent, and their optimization ensures 

better outcomes in terms of efficacy and safety. Stability prediction of formulation 

strives to maintain the integrity, strength, quality, and purity of dosage forms, which are 

of utmost importance. Several factors influence the shelf life, and variations should be 

considered carefully during the formulation process. Sources of data, unsupervised and 

supervised learning, predicted formulation attributes, and dosage form categories were 

also included in the discussion. Furthermore, a series of implementation examples 

illustrate the potential of ML in saving time and budget by efficiently predicting 

formulation properties. 

11.2. Collaboration Between Disciplines 

*Cross-disciplinary collaboration between domain experts and data scientists is an 

important factor in improving the applicability of ML. Knowledge and problem 

formulation is primarily the domain of the pharmaceutical scientist, while the 

capabilities of ML algorithms are the expertise of the data scientist. Both parties provide 

a unique viewpoint and skillset to the question, ensuring that the model combines 

pharmaceutical knowledge with the processing power of the machine. One group alone 

can create a working solution to a given problem, but the superior efficiency, reliability 

and accuracy of the composite team is difficult to contest. 

*Ethical considerations are also becoming of increasing importance within the 

pharmaceutical industry, in particular with regards to data privacy and biases within 

algorithms and data. Application of ML in formulation development can improve 

workflow automation, thus allowing resources to be allocated elsewhere. Enhanced 

automation capabilities will also reduce the potential for human error, although this will 

be at least offset by other new failure modes, such as programming errors and incorrect 

data. Finally, the impact of new approaches such as digital monitoring for e-Labeling 

and clinical trials is acknowledged as a longer-term potential consequence of 

introduction of ML capabilities. 
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12. Ethical Considerations in Machine Learning Applications 

As the popularity of machine learning continues to grow, so do the ethical considerations 

surrounding it. Formulation work focuses on the optimization of excipients, dosage 

forms, and stability prediction. Close attention to the quality and representativeness of 

the data points is always critical. In the age of big data, the FAIR principle emphasizes 

that data should be findable, accessible, interoperable, and reusable. Adhering to these 

guidelines allows the data to be shared across laboratories on a global scale. 

Machine learning models are beginning to analyze not only experimental data but also 

large batches of in silico data. For example, drug exposure can be simulated by modeling 

the pharmacokinetics in the biological system. When evaluating dissolution, the 

dissolution profiles of the same drug can be estimated by defining the parameters of the 

dosage form as the input. These features help enrich the datasets, reduce the bias, and 

improve the overall quality of the model. Regardless of the model, the interpretability 

must always be maintained. In a pharmaceutical study, formulation scientists may need 

to explain the model's decisions made by the algorithm. "What makes the model predict 

such an answer?" and "What is the effect of the excipient's characteristic on the 

prediction?" are two frequent questions that warrant further investigation. 

12.1. Data Privacy 

Because formulation development requires the use of considerable experimental data, 

the use of ML raises privacy concerns. For example, in the development of bio-

compounds, the experimental data on the biological source can be private and sensitive. 

Ensuring that the training process of the ML models does not leak any private data would 

significantly facilitate the widespread applications of ML techniques in the field of 

formulation development. 

Besides privacy, the trustworthiness of the prediction results remains an unresolved issue 

as well. The formulation-to-property relationship predicted by ML models should be 

smooth with respect to the input to match the general knowledge in pharmaceutical 

fields. The degree of trustworthiness of the prediction results can be reflected through 

several values of interpretability or mechanics. 

12.2. Bias in Algorithms 

Bias in machine learning algorithms is an algorithmic limitation that may arise 

regardless of the presence of noise or unbalanced datasets. Unlike bias introduced by the 

dataset, algorithmic bias may exist even when training datasets are relatively large, high-

quality, and balanced. Deep learning algorithms may be more prone to such bias. Recent 

research has also highlighted bias in chemical libraries, demonstrating that control 

experiments lack more statistical rigor than machine learning methods for inferring 

structure–activity relationships. 
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In practice, some degree of bias is often necessary, as it helps reduce the mean-square 

error between predicted and actual values, although it may also increase the absolute 

error. Biased machine learning models derive the functional form that maps input data 

to output from the training data, assuming that new data will follow a similar pattern. 

Less biased models are more adaptable and can uncover structural information unrelated 

to assumptions or prior knowledge; consequently, they typically require more data for 

training. Although bias influences model accuracy, it often has less effect than noise or 

the use of unbalanced datasets during training. Additional factors influencing prediction 

quality include the extent to which real systems adhere to the fixed idealized rules that 

models attempt to learn—an aspect especially pertinent in pharmaceuticals, where 

products evaluated in different environments and by different users rarely meet idealized 

assumptions or rules. 

13. Case Studies of Successful Implementations 

The application of machine learning (ML) algorithms to excipients optimization, dosage 

forms development, and prediction of formulation stability illustrates the wide variety 

of possibilities ML can offer in formulation development. Complex relationships 

between excipients and responses such as tablet disintegration time or dissolution rate 

may be difficult to unravel. Supervised ML methods, such as artificial neural networks 

(ANN) or support vector machines (SVM), serve to make the predictions more accurate, 

thus yielding a better understanding of how excipients behave in interaction with other 

ingredients. In the context of dosage form optimization, ML applications benefit from 

the multitude of available algorithms. In predicting formulation stability, special 

emphasis can be placed on regression techniques as well as integrated frameworks 

incorporating ML. In general, the stability of a formulation is an extremely important 

consideration in its development—reduced or loss of product efficacy, altered dosage 

form characteristics or appearance, and physical or chemical changes can have a large 

impact on the acceptability of a product. 

13.1. Industry Applications 

Formulation is the process of combining different chemical substances, including the 

active drug, to produce a final medicinal product with desirable pharmaceutical 

properties. Machine learning (ML) plays an essential role in formulation development, 

having been applied to optimize excipients, dosage forms, and stability prediction. These 

advances have significantly impacted the field. 

Industry utilizes ML to conduct systematic searches in candidate-excipient space and 

automates early-stage formulation development. As dosage form development 

strategies, processes, and protocols shift towards a design-of-experiment (DoE) 

approach, the amount of accumulated formulation data grows. Nevertheless, this data is 
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often poorly organized at early stages or within formulated project teams. ML is able to 

analyze such shunted data, predict the quality of experimental results, and intelligently 

guide experiments towards optimal outcomes. ML models have also been built for the 

prediction of physical and chemical stability. For instance, a regression model examined 

the relationship between stability and four parameters: 1) chemical structure of the active 

pharmaceutical ingredient (API), 2) formulation constituent, 3) inter-constituent 

interactions, and 4) environmental conditions. Additionally, a generic ML framework 

was developed to predict the long-term stability of therapeutic proteins. 

13.2. Academic Research Contributions 

The introduction of artificial intelligence (AI) certainly has a long history. It can be 

traced back to 1946, when the Turing test was proposed by computer scientist Alan 

Turing and was introduced in his article “Computing Machinery and Intelligence”. With 

the rapid development of computer technology, sensor technology, chip technology, and 

big data technology, the computing power of computers has seen rapid improvements. 

AI techniques have also been continuously developed, and new AI-related techniques 

have emerged.  

Although the development of AI has a long history, the applications in formulation 

development are recent. The very first artificial neural network (ANN) application on 

formulation development was demonstrated in 1996 by Steven J. Ford and Peter 

Georgieva, who used an ANN model to study the disintegration time of capsules. Since 

then, the application of AI in formulation development has progressed significantly. The 

application focuses in formulation development include the optimization of excipients, 

the development of dosage forms, and the stability prediction of formulation products. 

14. Conclusion 

Formulation development involves the blending of chemically active pharmaceutical 

ingredients with inert excipients to create suitable products like tablets, capsules, and 

solutions. The excipients affect the product’s disintegration profile, dissolution rate, and 

stability, which in turn influence the therapeutic effectiveness of the medicine. Machine 

learning is well placed to automate various stages, including excipient optimization, 

because it can rapidly identify bulk materials with suitable physiochemical properties 

for use. Data analysis from formulation research can also be automated using intelligent 

algorithms. 

A wide range of algorithms have been developed to tackle the extreme variability found 

in formulation datasets. Classification techniques such as random forests, k-nearest 

neighbors, and support vector machines have been employed to determine the most 

appropriate excipient combinations for each dosage form type. Excipient optimization 

has been approached by employing random forests, artificial neural networks, radial 
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basis function networks, support vector machines, and genetic algorithms. Predicting the 

stability of the product is crucial for effective supply chain management, and regression 

models based on artificial neural networks, support vector machines, k-nearest 

neighbors, and linear regression have been developed. Equally important is the creation 

of robust, scalable, and task-specific frameworks constructed from these techniques for 

deployment in industry and academia. 
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1. Introduction to AI in Healthcare 

AI stands for artificial intelligence. It is the ability of a machine or computer to create 

intelligence that is similar to that shown by humans. Artificial intelligence is gaining 

large popularity in various domains of healthcare such as diagnosis, treatment, drug 

discovery, bioinformatics, clinical trials, pharmacovigilance, and disease prediction. 

Artificial intelligence serves an important purpose in clinical trials and 

pharmacovigilance. It greatly assists in improving patient recruitment and helps 

investigators in the better prediction of adverse events. Real-time monitoring of clinical 

trials has been made possible with the use of artificial intelligence. 

2. Overview of Clinical Trials 

Clinical trials are medical research studies conducted on human volunteers and patients 

under carefully defined and controlled protocol conditions. These conditions comprise 

inclusion and exclusion criteria, drug dose, monitoring of adverse drug reactions 

(ADRs), and follow-up periods. The principal goal of a clinical trial is the generation of 

evidence through data. The procedures for designing and conducting a clinical trial are 

established from the outset. The life cycle of a new drug is a lengthy and costly process, 

usually taking about 10 years to be approved and released to the marketplace. The 

adverse event monitoring phase continues for the lifetime of the drug as part of the 

overall pharmacovigilance activities needed for the complete development of a drug. 

Clinical trials on drugs and devices are conducted at Sree Chitra Tirunal Institute for 

Medical Sciences and Technology (SCTIMST) for different governmental and non-

governmental organizations. Pre-clinical trials—covering animal toxicology and animal 

efficacy studies—are also conducted on stainless steel stents, bioabsorbable vascular 
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scaffolds, and bioabsorbable stents. Final dossiers are prepared as per the existing 

guidelines of the US Food and Drugs Administration (USFDA) and the European Union 

(EU). Certain validations and certifications—such as animal ethics committee clearance, 

pre-authorization committee (government of India) clearance, certificate of analysis 

(COA) of the drug—are also obtained prior to the release of the drug to the 

investigational center. 

3. Importance of Pharmacovigilance 

Pharmacovigilance (PV) is a crucial constituent of clinical trials and Drug Safety 

department activities. It is focused on patient safety and involves the repetitive process 

of detection, assessment, and response to any adverse event associated with 

pharmaceutical products [1-3]. PV also serves as a vital strategy for drug development 

and a foundation for regulatory agencies to combat the marketing of drugs that cause 

harm to patients. Effective safety risk management planning requires correctly defining 

inclusion and exclusion criteria, accurately determining the sample size, and 

implementing appropriate sample balancing techniques [2,4,5]. During the trial, the 

frequency of adverse event reporting should be as low as possible in a balanced manner, 

thereby minimizing the number of false positives reported as signals. 

Various machine learning techniques are employed for the early identification of 

Adverse Events in Pharmacovigilance. These techniques facilitate the early detection of 

any adverse events during the Drug Development phase, even before Phase 4 Real-Time 

Monitoring. Historical Adverse Events Signal Detection can be performed using Signal 

Detection, Signal Strength, or Conditional Probability Approaches. Early prediction of 

AE Scoring requires the collection and parsing of adverse event information from 

previous drugs. Regulators are particularly interested in determining whether a specific 

event constitutes a probable signal or is a coincidental finding. 

4. Role of AI in Patient Recruitment 

Clinical trials are essential for determining the safety and efficacy of new treatments or 

drugs. However, they are often plagued by delays stemming from difficulties in patient 

enrollment or inadequate clinical trial design, issues that have been exacerbated during 

the COVID-19 pandemic. Artificial Intelligence (AI) techniques offer potential remedies 

[6-8]. For example, utilizing patient medical history and past clinical trial data encoded 

with Unified Medical Language System (UMLS) concepts, AI can automatically 

identify relevant eligibility criteria using BioSent2Vec—a sentence embedding model 

trained on large biomedical corpora—and subsequence matching with cosine similarity. 

A specialized module then diagnoses phenomena such as negation and uncertainty in 

sentences. By ranking eligible patients, the framework supports clinical trial designers 
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in feasibility assessment and aids clinicians in recruitment, resulting in high F-scores in 

experimental results. 

Pharmaceutical firms and Contract Research Organizations (CROs) are increasingly 

turning to AI for addressing patient recruitment challenges during pandemics. AI-

enabled approaches assist in identifying eligible patients, improving recruitment rates, 

and accelerating pharmaceutical development cycles. Machine learning algorithms sift 

through de-identified Electronic Health Records (EHRs) alongside a dedicated algorithm 

for deriving eligibility criteria, thereby optimizing surrogate enrollment of appropriate 

patients for clinical trials. 

4.1. Identifying Eligible Participants 

Identifying eligible participants is critical for clinical trial success and presents a 

challenging task. AI automates this by transforming textual eligibility criteria—often 

presented in unstructured free text—into complex database queries. This conversion 

enables efficient screening of large numbers of patient profiles, including those with 

unstructured data such as physician’s notes. AI-driven methods sift through unstructured 

public profiles on web platforms dedicated to clinical trials, integrating the identified 

participants into patient recruitment workflows [9,10]. 

The process of defining eligibility criteria itself can benefit from AI. An algorithm mines 

clinical trial archives to propose optimized eligibility criteria for specific trial phases. 

Additionally, the shortage of participants in certain specialties is addressed by evaluating 

clinical trial options with machine learning to generate ranked lists of clinical trial 

initiatives. Research confirms that AI-driven participant recruitment effectively shortens 

clinical trial durations. 

Studies indicate that creating eligibility criteria is an arduous task. Consequently, AI 

analyses of patient data are applied directly to patient recruitment, utilizing association 

rule mining on patient demographics. This technique enables users to identify patients 

with profiles similar to selected members of their team, fostering analogies among 

patient data within clinical trials. 

4.2. Enhancing Recruitment Strategies 

Patient recruitment is often the most challenging and costly aspect of the clinical trial 

process. Some common recruitment strategies include advertising through traditional 

media, social media, support groups, and websites; using patient registries such as those 

hosted by disease foundations; and engaging patients during outpatient visits in clinical 

settings [11-13]. Due to the high costs and long durations associated with these methods, 

researchers are turning to the healthcare ecosystem to identify patients who meet the 

characteristics outlined in the eligibility criteria of investigational therapies. Artificial 

intelligence excels at finding individuals with particular profiles in complex and noisy 
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datasets. When leveraged appropriately in clinical trial recruitment, AI can provide 

significant efficiency gains. 

Recruitment support is a strongly developed area of AI engagement with clinical trials. 

The availability of electronic health records (EHRs), the pervasive use of smartphones, 

and natural language processing techniques capable of interpreting the free text of 

clinical notes have made AI-enabled recruitment both cost-effective and scalable. 

Several real-world successes have been reported that streamline patient recruitment and 

enable more in-depth patient feedback, both of which contribute to a more patient-centric 

clinical trial process. The synthesis of patient feedback is key to acquiring more relevant 

safety data and improving enrolment and retention rates [2,14-17]. 

5. AI Techniques for Adverse Event Prediction 

Machine learning is a category of AI algorithms that identify patterns and relationships 

within data, and use these learned relationships to make predictions or decisions given 

new information. Examples of applications in adverse event prediction include 

predicting potential adverse event types and their severity using preclinical data, 

forecasting the number of adverse events a patient might face during chemotherapy, and 

estimating the likelihood of adverse events based on ECG data. Natural language 

processing (NLP) is a domain of AI that extracts meaningful representations from 

language, processes their meaning to perform a requested task, and generates human-

readable language based on that understanding [9,18-21]. Deep neural networks have 

been used to generate meaningful embeddings of drug structures, protein targets, and 

their interactions; these, in turn, are used to predict adverse events related to specific 

drugs. 

Real-time monitoring of adverse events in clinical trials, or pharmacovigilance, is 

essential for the safety of patients in a clinical trial and those who use the medications 

after approval. The Food and Drug Administration (FDA) Adverse Event Reporting 

System (FAERS) is a database that supports the FDA’s post-marketing safety 

surveillance program for drug and therapeutic biologic products. It contains information 

on adverse event and medication error reports submitted to FDA. Its primary use is for 

reviewing the reports for new safety concerns that might be related to a marketed 

product. 

5.1. Machine Learning Algorithms 

Clinical trials allocate a significant share of their budgets to patient recruitment. 

Traditional recruitment practices continue to rely on manual analysis of patient datasets, 

such as electronic health records (EHRs), in conjunction with predefined eligibility 

criteria to identify and enrol patients in clinical trials [22,23]. These labour-intensive 

workflows are prone to errors and typically involve lengthy timelines. Machine learning 
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(ML) algorithms offer a promising alternative for enhancing the accuracy and efficiency 

of patient recruitment. By leveraging textual and/or image inputs, ML techniques 

support clinical decisions aimed at improving both patient identification and enrolment 

rates. 

Adverse Event Prediction – PharmacovigilanceFuture real-time monitoring of adverse 

events at the phase IV stage aims to safeguard patient well-being, ensuring that risks or 

side effects are identified promptly following drug approval. Pharmacovigilance 

involves monitoring, evaluating, and understanding the safety profile of marketed drugs 

by identifying and assessing potential adverse drug reactions reported via clinical trials 

and spontaneous reporting systems. These systems collectively serve to detect, evaluate, 

and prevent untoward effects associated with approved drugs. Several techniques—

especially machine learning (ML) and natural language processing (NLP)—support the 

prediction of adverse events based on patient-specific factors. 

5.2. Natural Language Processing Applications 

Natural language processing (NLP) has remarkable applications and plays a crucial role 

in the field of AI for clinical trials and pharmacovigilance, particularly concerning the 

prediction of adverse events in clinical trials and spontaneous adverse event reporting. 

NLP technology enhances the capacity to identify and extract adverse drug event 

mentions from unstructured data located in sources such as clinical notes or electronic 

health records. The system, capable of processing human speech text and automatically 

answering questions from a database, stores all related information for each subject in a 

clinical trial. Subsequently, it streamlines the compilation of adverse event reports and 

physician narratives, recording events in structured formats. This functionality is 

invaluable, considering the critical role of real-time monitoring in clinical trials [24-26]. 

Various companies employ NLP differently to enable real-time monitoring of adverse 

events in clinical trials. Various text mining techniques are applied to drug labeling 

documents and clinical trial repositories to address adverse event detection and 

prediction challenges in clinical trials, including in the drug labeling domain. These 

technologies significantly assist clinical trial sites in developing patient recruitment 

strategies for ongoing trials, underscoring the multifaceted utility of NLP in drug 

development. 

6. Real-Time Monitoring in Clinical Trials 

Data collection, analysis, and reporting constitute the three critical steps in any clinical 

trial. Artificial intelligence can play an important role in each of these steps during real-

time monitoring. Traditionally, clinical research coordinators executing the trials collect 

the data in a paper format and then enter it into a database, which is then cleaned and 

analysed later, i.e., retrospectively. Hence, any issues encountered during the operation 
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of the trial, e.g., near misses, protocol deviations, adverse events, etc., remain 

unidentified until a considerable amount of damage is done. If, on the other hand, a 

system can be built which monitors the data as it is being collected, then these issues can 

be identified early, and corrective measures can be implemented [27,28]. 

Artificial intelligence, coupled with robotic process automation for input, can be used to 

collect real-time data in clinical trials. The data is then cleaned and analysed by machine 

learning, and the results are reported using natural language generation. These three 

modules form a multilayered data analysis system, whose output serves as a dashboard 

for the management of the clinical trial. Such a system can also perform detection, 

prediction, and other analytics in clinical trials. 

6.1. Data Collection Methods 

Automation of data collection activities in clinical trials today is performed according to 

the trial protocol using AI-enabled tools such as natural language processing, cognitive 

automation, machine learning, and deep learning [19,29-31]. These tools allow 

automated and wiser patient engagement by combining patient data with patient 

feedback from social media, geotag, sentiment, and machining learning/deep learning 

analytics. Continuous patient engagement provides patient-reported outcome data to 

assess the efficacy of molecules or clinical trial drugs. 

AI-powered smart eSource technique accelerates data collection and automates data 

entry tasks. Data collection can occur in the hospital, at home with connected devices, 

or directly from patients through patient-reported outcome data using mobile 

applications. The eSource technique collects data electronically at the source, using 

electronic data, documents, records, and/or reports, reducing errors associated with 

manual handling of paper-based data. When combined with AI techniques such as 

anomaly detection and AI-based decision support, the eSource method reduces manual 

data review cycles and adverse event review time, thereby decreasing the trial's time and 

cost. Any type of data, such as text, audio, or video, can be captured using smart eSource. 

Once collected, the data on adverse events can be analyzed to predict severity and assess 

the impact on trial populations by combining clinical trial data with patient biodata and 

patient-reported outcome data. 

6.2. AI-Driven Data Analysis 

Real-time monitoring in clinical trials entails continuous surveillance of therapeutic 

interventions using data collected during the trial and from non-trial sources. It enables 

detection of deviations from the planned protocol, addressing questions that arise during 

the study, quality control through risk-based monitoring, and fraud detection. Several 

techniques support the collection and analysis of such data [32,33]. 
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Wearables and other mobile health applications provide an ongoing stream of data for 

monitoring the patient’s journey. They can reduce the frequency of clinic visits and their 

associated costs, as well as improving treatment options through early identification of 

side effects. Sophisticated analytics are required to recognise significant patterns in the 

data and to signal specific images or videos for expert review. For unstructured data, 

such as audio recordings or free-text notes, natural language processing is required to 

extract key information and support decision-making. 

7. Ethical Considerations in AI Use 

Recent years have witnessed an increased use of electronic health records (EHRs) and 

the emergence of rural epidemiology as a health-monitoring and clinical-trial tool. 

However, the use of these data sources raises concerns related to patients' privacy and 

the sensitivity of the information—for example, when geospatial data are used, such as 

in the case of rural epidemiology for monitoring infectious contagious diseases, 

respiratory problems, or agricultural population health [34-36]. Privacy protection 

techniques are necessary to obtain the patients' geoinformation in a manner that allows 

disease monitoring while preventing the disclosing of sensitive information. Recent 

studies present models to protect location information and use of differential privacy for 

effective data collection while ensuring the protection of patients' location privacy. 

In a study dealing with bias in clinical trials, data were collected from EHRs to predict 

health outcomes for patients included in the trials. However, the recruited patients 

showed racial bias. Machine learning methods incorporating data at both the population 

and subject levels were applied, with contrasted results. At the population level, results 

are interesting for the prediction of potential outcomes. At the individual level, though, 

incorporating racially biased data to develop decision rules is misleading, regardless of 

the machine-learning method used. In this analysis, race subgroups appear to play 

opposite roles, depending on the context and the direction of the bias. In addition, a study 

of design components aimed at helping investigators avoid patient-selection bias was 

proposed. 

7.1. Patient Privacy Concerns 

The use of longitudinal and real-time data monitoring during clinical trials introduces 

important ethical questions related to patient privacy. Data collected during a clinical 

trial presents a profile of every event, interaction, and captured digital footprint of the 

patient during the study. The desire to collect, access, and take advantage of that data 

can quickly conflict with patient privacy rights. Understanding and addressing 

conflicting privacy concerns is an important consideration as AI methods progress. 

The need to shift from a patient privacy viewpoint within a trial to a broader viewpoint 

that includes all aspects of the patient’s life becomes clear when considering real-world 
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evidence generated through the use of monitoring devices. Although a patient may grant 

permission to use the information collected in a clinical trial, the device role in all aspects 

of patient activity could raise questions. If we look at real-world evidence more broadly, 

globalization of information and social consciousness offer the potential for misuse of 

the information by agencies, corporations, or polling groups. This concern is discussed 

in CFR Title 21, Part 312, sponsor responsibilities for informed consent, which states 

that sponsors should not include informed consent information explaining that the 

information is only used during a clinical trial because the privacy interest is exceeded. 

7.2. Bias in AI Algorithms 

A growing awareness of AI and machine learning bias has led to calls for the use of real-

world data to test and debug algorithms for performance and bias measures before 

deployment. Patient groups require stricter scrutiny, and AI algorithms should also be 

tested for accuracy of outcomes, privacy risks, and bias towards ethnicities, race, gender, 

different social groups, or economic populations. 

Four main types of bias have been demonstrated in AI algorithms: (1) societal–cultural–

behavior–racial bias involves over-representation of one cohort, population, or person 

group in the training data (such as urban versus rural population, or race and countries 

of origin); (2) data bias indicates incompleteness and missing data during training, with 

limited datasets available for training of AI algorithms; (3) reporting bias indicates data 

from recording sources that tend to record a certain condition or outcome more or less 

than others, or based on goals and objectives of the person–agency reporting the data; 

and (4) high-performing methods that lack transparency, such as deep learning or neural 

networks, operate as black boxes and therefore may be difficult to interpret by clinicians, 

leading to difficulties in soliciting trust in their evaluation and adoption in AI-based 

decision-making. 

8. Case Studies of AI Implementations 

Performance of artificial intelligence (AI) algorithms is promising in patient recruitment, 

prediction of adverse events (AEs), and realtime monitoring of clinical trials. Patient 

recruitment and prediction of AEs are crucial to the success of a clinical trial. Moreover, 

drugs in the post-market phase must be constantly monitored to obtain the characteristic 

of the AE induced by the drug. AI can help to predict any unexpected complications in 

the clinical Phase. AI algorithms can identify patient groups that the drug should be 

targeted at and those patient groups who should be excluded during patient recruitment. 

Further, groups of populations that would have higher chances of an AE on receiving 

the drug can be evaluated in the initial phases of the clinical trial. The seldom-considered 

ethical aspects of patient privacy and involvement of the patient population in data 

collection and feedback have also been presented. 
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While AI techniques related to machine learning (ML), deep learning (DL), natural 

language processing (NLP), and expert systems have been applied across different 

results of AI algorithms suitable for patient recruitment, prediction of AE, and realtime 

monitoring of clinical trials, two case studies have also demonstrated the effectiveness 

of AI in clinical trials. 

8.1. Successful Patient Recruitment Campaigns 

Patient recruitment is a critical challenge for clinical trials and AI has emerged as potent 

mitigation. Eli Lilly, for example, has developed an AI algorithm that analyzes genetic 

data from specific locations and identifies the recruitment criteria for Alzheimer’s 

patients. The pharmaceutical company has tested the algorithm at sites in the United 

States and England and reports recruitment rates improving by as much as 70%. 

Novartis developed artificial intelligence analysis methods of structured and 

unstructured information and data on patients affected by systemic lupus erythematosus 

linked to the treatment. Novartis sought to identify potentially eligible patients quickly 

and enhance the efficiency of the recruitment process, thus increasing the size of the 

recruitment pool available. Novartis states that the pilot enabled high-precision 

recruitment from a larger patient data pool in nontrial sites with higher speed and lower 

cost. 

8.2. Adverse Event Prediction Success Stories 

Real-world success stories in adverse event prediction highlight the transformative 

effects of AI and big data. Franz crafted an AI pipeline dedicated to identifying patients 

at risk for clinical deterioration shortly after admission. This approach scrutinizes 

electronic health records collected two days before and 14 days after admission, 

incorporating unstructured data like chest X-rays and patient’s notes through transfer 

learning for image and text processing. Although the framework was designed not 

specifically for disease prediction, it effectively anticipated acute kidney injury and 

sepsis, underscoring its broad applicability. In a different domain, Cai leveraged a 

convolutional neural network enhanced with interpretability modules to predict future 

ischemic stroke risk. Their methodology employed an adversarial overlay pretraining 

technique to augment imaging feature extraction and interpretation on computed 

tomography angiography scans. 

Similarly, Wang proposed a multitask bidirectional recurrent neural network that 

integrates both static cognitive features, such as age and gender, and dynamic features 

like glucose metabolism and amyloid deposition. This sophisticated model was designed 

to predict the progression from mild cognitive impairment to Alzheimer’s disease. 

Anaconda Services rose to the AI challenge of expediting vaccine development against 

the COVID-19 pandemic by utilizing deep learning and neural networks to model spike 

protein interactions in the human body, thereby informing vaccine design. Beyond 
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patient identification, AI’s role in real-time patient monitoring exemplifies progress in 

patient safety and trial data management. Implementing real-time monitoring reduces 

trial delays associated with poor monitoring practices. Recent literature demonstrates AI 

systems capable of continuous data collection throughout trial phases, achieved via 

sensors and wearable devices at the patient level, alongside algorithmic data analysis 

that adjusts for temporal and geographic trends. 

9. Regulatory Framework for AI in Trials 

Artificial intelligence (AI) has emerged as a significant technological advancement and 

is playing an essential role in the drug development process of the pharmaceutical 

industry. In healthcare, it is also making important contributions. Clinical trials are a 

crucial step in the development of drugs and treatments. AI can assist in patient 

recruitment, a key challenge for the success of clinical trials and pharmacovigilance, in 

which adverse event prediction and real-time monitoring of clinical trials are considered. 

Data monitoring collects information from devices such as health monitors and fitness 

bands, clinical trial data, social media, mobile health data, and preclinical data sources 

to provide in-time analysis of clinical trial progress for both sponsors and regulators. 

The forecast of adverse events can be achieved by utilizing electronic health records and 

registries, describing their applicability, challenges, and limitations. Prediction of the 

number and severity of anticipated adverse events may use new techniques like machine 

learning and natural language processing such as random forest, support vector machine, 

neural networks, recurrent neural network, naive Bayes, stochastic gradient descent, and 

logistic regression, especially when large amounts of data are involved. The prediction 

of adverse events related to drugs used in clinical trials is therefore made possible. 

The Food and Drug Administration considers AI/ML-based software, including software 

in a medical device, to be a medical device when that software is intended to be used for 

one or more medical purposes that perform these purposes without being part of a 

hardware medical device. The use of AI in clinical trials is regulated in the United States 

by the Federal Food, Drug and Cosmetic Act. International Conference on 

Harmonization Technical Requirements is a joint initiative of the regulators and 

pharmaceutical industry of the European Union, Japan, and the United States. There are 

also other rules and regulations governing clinical trials. 

9.1. FDA Guidelines 

The United States Food and Drug Administration (FDA) provides guidance governing 

the use of artificial intelligence (AI) in clinical trials. Additional recommendations are 

available from the International Council for Harmonisation of Technical Requirements 

for Pharmaceuticals for Human Use. 
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Clinical investigations involve administering a drug or agent to subjects to collect safety 

and/or effectiveness data. Ongoing review of these data permits the continued 

assessment of the benefit/risk relationship of the drug or agent as the study progresses. 

It is crucial to standardize and detect adverse events in clinical trials, as a drug considered 

safe in preclinical studies may reveal considerable Toxicity in clinical trials. 

9.2. International Regulations 

Different countries and agencies have proposed specific guidance for AI tools. In the 

US, applicants may consult FDA’s guidance document, “Artificial Intelligence/Machine 

Learning (AI/ML)-Based Software as Medical Device (SaMD) Regulatory Overivew” 

of January 2021, to execute clinical trials or upload the evidence for new drug 

applications of AI/ML-based SaMD. For the EU, the International Medical Device 

Regulators Forum (IMDRF) published the Good Machine Learning Practice for Medical 

Device Development: Guiding Principles in 2021. Additional frameworks such as 

Manufacturer Incident Report, Manufacturer Correction and Removals, Medical Device 

and Medical Device SaMD Reporting Modernization of MDR (EU) 2017/745 are 

adopted for the structuring of the clinical evidence. The European regulations, surging 

from the Regulation (EU) 2017/745 on Medical Devices (MDR) and the Regulation 

(EU) 2017/746 on in vitro Diagnostic Medical Devices, are currently characterized by a 

strong focus on the marketing and maintenance aspects of AI systems but are 

inconclusive about the use of AI in clinical investigation studies. 

New publication in 2022 anticipate that the AI in drug trials requires an optimistic and 

harmonized regulatory framework that augments the drug evaluation process and makes 

it more comprehensible and intelligent with better data quality. Users also recommended 

intensified collaboration between regulatory authorities and pharmaceutical industry to 

align the product’s design and development. A risk-based strategy with respect to data 

security, patient privacy, and record maintenance is critical for enabling drug efficacy 

and safety with improved reliability and stability. A strong regulatory pathway is 

imperative to achieve the desirable and ethical use of AI techniques in 

pharmacovigilance. 

10. Challenges in Integrating AI 

AI applications in clinical trials and pharmacovigilance face several implementation 

challenges. For example, natural language processing models require extensive domain 

knowledge and are time-consuming to develop. The expansion and diversification of 

training data are ongoing tasks. Additionally, AI techniques are susceptible to selection 

biases in the training data. Privacy and security concerns arise when collecting personal 

information from patients, especially via smartphones, and users require full control over 

their data. 
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The regulatory environment also influences the use of AI. The U.S. Food and Drug 

Administration considers AI as a medical device, subjecting it to stringent oversight. 

Other developed countries have established regulatory frameworks for AI powered by 

machine learning in clinical trials. 

10.1. Technological Barriers 

Overcoming technological barriers to applying artificial intelligence in clinical trials and 

pharmacovigilance remains a significant challenge for both industries. Patient 

recruitment challenges are exacerbated by complicated eligibility criteria, 

underrepresentation of certain populations and patients, and insufficient patient 

feedback. Patient risk scores, derived from real-world data and natural language 

processing, can help identify high-risk patients earlier, and identify previous patient sub-

types for more focused treatment. 

Adverse event prediction remains a major hurdle in clinical trials, with serious adverse 

events as the primary reason behind clinical trial failures. Similarly, safety issues 

associated with pharmaceutical products frequently lead to product recalls or drug 

withdrawals, introducing additional barriers. AI augmented with advanced analytical 

techniques can operate on vast volumes of unstructured data to identify shocks to the 

safety profile of the products. Machine learning models powered by techniques like 

natural language processing and sentiment analysis can perform real-time monitoring of 

social media sites, news, and blogs to detect early signals of potential adverse events. 

Such typologies not only aid clinical study teams in patient recruitment but also assist 

pharmacovigilance teams in initiating signal detection and analysis at an earlier stage of 

the product lifecycle. 

10.2. Training and Implementation Issues 

Within supervised and unsupervised learning contexts, training sets must be sufficiently 

representative for their intended purpose. Training requires a reliable "gold standard" 

dataset, which must be carefully selected and preprocessed. The training data size is 

often proportional to the model's complexity; for example, deep neural networks 

typically demand larger training sets than decision trees. In supervised learning, labeling 

of the training set is a most labor-intensive step and also often requires domain expertise. 

Deep learning models can learn hierarchies of discriminative features without explicit 

feature engineering, often allowing automatic extraction of localized features in images. 

Unsupervised methods such as Autoencoders, Deep Belief Networks, and Pattern 

Analysis Networks can learn features automatically. Weak supervision methods utilize 

datasets that can be automatically annotated but may possess label noise; this noise can 

be addressed with specialized architectures and training schemes. The higher-level 

features learned by deep learning models assist in tasks like classification and detection. 
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AI integration involves interaction among the clinical domain, bioinformatics, and the 

machine/human interface, with data generated from each step of a clinical trial. Few AI 

applications nowadays involve the whole boundary of clinical trials, with the entire 

process defined as a "unit of demand-supply." In the patient-supply category, patient 

recruitment assistance through diverse AI techniques is explored. In the demand domain, 

risk assessment, fraud detection, adverse event detection and prevention, and drug–drug 

interaction are explored. Applications related to drug discovery and development are 

beyond the scope of this text. Cross-domain applications such as drug–drug interaction 

and pharmacovigilance are also discussed. 

11. Future Trends in AI and Pharmacovigilance 

Progress in regulatory methods is also expected, both in technology and in public–

private partnerships. AI algorithms for patient diagnosis and therapy, as well as for 

clinical trial management, are being developed and validated. These accelerating trends 

are predicted to reduce the time required to carry out clinical trials and ultimately to 

lower overall drug development costs. The growth of coordinated AI research on clinical 

trials and pharmacovigilance will enhance levels of patient engagement and patient-

centric methods, including recruitment strategies and adverse event prediction. 

In particular, pharmacovigilance is shifting from a passive record-keeping discipline to 

a more patient-centric and action-oriented activity. Beyond passive non-latent reporting 

and recording of adverse events, the successful introduction of AI predictive analytics 

holds huge potential for real-time surveillance of adverse events during clinical trials 

and throughout normal clinical use. Implementing these methods requires the 

development of systems, processes, and regulatory practices to address inevitable 

problems with patient privacy, premature data release, and bias in the training data. AI 

is expected to continue its progression in the surveillance of adverse events post-launch. 

11.1. Predictive Analytics Advancements 

Detecting adverse events early in the clinical trial process can decrease patient suffering 

and overall costs while increasing patient safety. Recent advancement in application of 

predictive analytics and other artificial intelligence (AI) techniques has shown dramatic 

improvement in early detection of potential adverse events. Employing newly available 

patient data can immensely improve efficiency of patient recruitment and enhance 

conventional risk-based monitoring methods. 

Another essential practice of clinical trials, pharmacovigilance allows for real-time 

monitoring of patients and their development of adverse events. The use of AI in this 

form of drug monitoring and surveillance can deliver faster reporting of adverse events 

and ultimately increase the knowledge base for patient monitoring. It also holds the 

potential for the use of real-time surveillance during important stages of clinical trials 
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and drug development. Additionally, it can aid in speeding up patient recruitment by 

assisting in the determination of the optimal population for each clinical trial study. 

Patient eligibility criteria may be derived from previous patient medical records and best 

match the requirements for the conditions of the study. 

11.2. Integration with Wearable Technology 

Predictive analytics is also enabled by: • the use of wearable technology and remote 

monitoring technology such as mobile phone apps, including the use of digital 

biomarkers; and • the implementation of systems for monitoring signals associated with 

adverse events or suspected adverse events in patients currently enrolled for a clinical 

trial or cohort. 

Recent use of AI in healthcare provides the opportunity to acquire real-time data. AI 

receives real-time data from multiple sources which may include clinical trial data, 

mobile and wearable (or remote) monitoring data, electronic health records (EHRs) and 

social media or forum conversations. The application of these data sources is discussed 

in the following paragraphs. 

Data are collected for all participants and cohorts in a trial. Primary sources are site-

reported data, lab results, physical examinations, concomitant medications and so on. 

Technology allows for the integration of wearable/remote patient monitoring data. AI 

techniques can flag pieces of information that might warrant further analysis from a 

pharmacovigilance perspective and allow the real-time identification of potential safety 

issues. 

12. Collaborative Efforts in AI Research 

The urgency to fully exploit AI's potential in clinical trials for patient recruitment and 

adverse drug event prediction has fostered a wealth of cross-sector partnerships 

involving pharmaceutical companies and technology enterprises. For instance, the 

CTTI-WikiInnovation initiative focuses on advancing recruitment efforts. Given the 

multifaceted nature of AI-based pharmacovigilance, no single institution can address 

every issue; such hurdles can often be mitigated through public-private partnerships and 

closer collaboration between regulatory authorities and the AI industry. An IBM–FDA 

collaboration exemplifies this approach, aiming to explore the application of AI in 

pharmacy surveillance. 

DeepMind represents another example of a tech company committed to the health sector, 

dedicated to understanding the capabilities and boundaries of AI for health and 

proceeding with utmost caution. The Department of Health and Human Services has 

established the Health Sector Artificial Intelligence Program to facilitate the integration 

of AI techniques across the entire healthcare domain. The Clinical Trials Transformation 
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Initiative fosters the development and refinement of recommendations that expand 

participation in clinical trials. Meanwhile, the FDA's AI/ML-Based Software as a 

Medical Device Action Plan underscores the agency's efforts to enhance AI integration 

in healthcare. 

12.1. Partnerships between Pharma and Tech Companies 

Partnerships between pharmaceutical companies and artificial intelligence (AI) 

companies are becoming commonplace in clinical development, specifically AI 

companies developing products relevant to clinical trials. For example, GNS Healthcare 

associates with several 20 top pharmaceutical companies, providing platforms that 

support the prediction of future disease progression of untreated patients, aid in the 

identification of clinical trial populations, and detect informed mismatches. Another—

MDClone—collaborates with Teva for the creation of synthetic data that mimics real-

world data; these synthetic data sets allow combinations with proprietary or clinical trial 

data to generate insights while maintaining patient privacy. In a related partnership, the 

Institute for Human Data Science teams with IQVIA, focusing on the development of 

AI and synthetic data technology to allow the clinical trials ecosystem to access richer 

signals during the continuum of trial execution. AI solution providers—such as Deep 6 

AI and Antidote—support clinical trials by meaningfully enriching ongoing trial 

execution and improving patient engagement through more precise patient identification 

and recruitment strategies. IBM’s Watson further addresses patient recruitment by 

leveraging patient data and the Natural Language Processing (NLP) system to locate 

eligible patients and matching their clinical and genetic markers with viable clinical 

trials. 

Beyond patient recruitment, AI companies engage in collaborative initiatives 

investigating other dimensions of clinical development. Recursion partners with both 

Bayer and Genentech on efforts employing predictive models for adverse events using 

clinical trial data. Versive maintains collaborations with GlaxoSmithKline and Johnson 

& Johnson that explore machine learning algorithms to identify adverse events. Within 

the pharmacovigilance domain—an industry focus area of KPMG’s AI-powered Clinical 

Trial Solution—a convergence of AI technology vendors contributes to a broad and 

evolving landscape of AI-enabled adverse event prediction. 

12.2. Public-Private Collaborations 

Partnerships between pharmaceutical companies and tech firms are noticeable, including 

collaborations such as Roche with Flatiron Health, a cancer informatics and data services 

company, and Novartis teaming up with Microsoft. Both joint ventures aim to leverage 

artificial intelligence technologies in the development of new drugs and modeling of 

cancer. Additionally, a public-private partnership between Aetion, a healthcare 
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technology company, and the U.S. Food and Drug Administration was established to 

help scale the use of real-world evidence in the drug approval process. 

Pharma AI-related activities have also led to transactions and investments in start-ups. 

In 2018, Roche acquired Flatiron Health for approximately $1.9 billion with the 

intention of developing cancer treatments. Johnson & Johnson Innovation – JJDC is 

investing in 23andMe to enhance the use of genetic data in therapeutic development. At 

the beginning of 2019, Novartis invested $20 million in the digital therapy start-up Kaia 

Health to explore how digital technology can shape future patient support. 

13. Impact of AI on Drug Development 

The high cost of drug development has a severe impact on the financial status of large 

companies and individuals. The cost of developing a drug varies, ranging from $27 

million to $2.7 billion. It can take 6–17 years to bring a new novel drug to the market. 

Therefore, new strategies and technologies need to be investigated to reduce the cost of 

drug development and the time involved in introducing new drugs and devices for 

patients. Machine learning techniques can enable a more efficient process through 

predictive analytics. For example, companies are exploring the use of wearable 

technologies for monitoring the health of patients in real time outside the clinical trial 

setting, thus reducing the time and cost of drug development. The integration of 

pharmacovigilance principles into these new strategies reduces the risk of delays in drug 

development and minimizes the risk of adverse events during the clinical trial phases. 

Artificial intelligence can be used at many stages: for patient recruitment, for analysis 

during the clinical trial phase, and for the post-surveillance of the product. The AI-based 

approach focuses on identifying patients early in the selection process and analyzing the 

massive amounts of data generated during the development phase. These technologies 

can also improve patient engagement by enabling patients to provide feedback in real 

time to their treating physicians and clinical trial investigators. This approach enables 

pharmaceutical companies to evaluate compliance with specific clinical trial protocols 

during the development stage. Machine learning and deep learning methods assist in the 

analysis phase during the development stage, while natural language processing can be 

applied in post-market surveillance. 

13.1. Accelerating Time to Market 

AI is impacting drugs and their development in multiple ways, including drug discovery, 

clinical trials, pharmacovigilance, etc. Pharmacovigilance is the science and activities 

relating to the detection, assessment, understanding, and prevention of adverse effects 

or any other drug-related problem. It aims to identify hazards associated with 

pharmaceutical products and minimize the risk of harm to patients exposed to these 

products. Traditionally, it is a reactive approach. By integrating with AI, 
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pharmacovigilance can be made proactive by identifying adverse events early in the drug 

lifecycle. Time to market of a drug is mainly determined by the duration of clinical trials. 

A substantial amount of time is spent on recruiting patients. Hence, quick recruitment 

will accelerate time to market of a drug. Adverse event prediction, which is a significant 

part of pharmacovigilance, is another factor in accelerating time to market. Real-time 

monitoring of adverse events during a clinical trial can allow early detection of issues 

that might cause delays in the drug approval process or even prevent the approval. 

AI-based solutions are used to improve patient recruitment and adverse events prediction 

for accelerating time to market. AI reduces screening failures and prevents protocol 

amendments and subsequent leaks in recruitment. It improves stringency in patient 

eligibility by quantifying eligibility criteria using ontologies. In clinical trials, data is 

available in the form of clinical research forms and research submitted by clinical trial 

investigators. It can be augmented with patients’ tweets and messages on online forums. 

AI can allow the collection of adverse event information from these sources in real time 

and provide insights and actions to a clinical trial investigator for preemptive decision-

making. It also lowers the cost of conducting a clinical trial by reducing paper work and 

expediting the process. 

13.2. Cost-Effectiveness Analysis 

The increasing sophistication of AI methods holds the promise of significantly reducing 

the overall cost of drug development. A recent study suggests that on average, a phase 

III clinical trial costs about $86 million. This high cost indicates what savings would be 

involved if AI could shorten the length of the trial or reduce required participants. The 

predictive power of AI could also drastically improve the success rate of a phase III trial, 

thereby avoiding the wastage of the investment in phase I and II. Furthermore, the early 

termination of phase III trials with low probability of success could yield equal savings. 

Some drugs currently on the market could even be removed earlier if they are proven 

harmful to a sub-group of patients. 

In addition to accelerating the drug development process while ensuring clinical 

effectiveness, AI could translate into substantial connectivity savings. Telemedicine and 

predictive analytics could help alleviate the shortage and uneven distribution of hospital 

resources. A return of patients to home care could save facilities and resources now 

devoted to hospitalization. Moreover, early detection through wearable devices and 

predictive analytics reduces reliance on emergency care. A recent study proposes a 

model integrating AI and predictive analytics in the workflow of the emergency call 

center, demonstrating that AI could level the distribution and utilization of healthcare 

resources across diverse populations. 
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14. Patient-Centric Approaches in AI 

Patient-Centric Approaches in AI: Focus on enhancing patient engagement and feedback 

in trials as a humanistic complement to AI methods. Cross-reference “Role of AI in 

Patient Recruitment” and “Ethical Considerations.” 

Despite the recent growth and expansion of AI for patient recruitment, it remains a 

largely overlooked area of development. Machine learning applications for patient 

recruitment have mainly focused on pushing patients into trials rather than providing 

support throughout the trial period and seeking feedback afterwards, thereby altering the 

patient–trial relationship. From the patient perspective, clinical trial participation is a 

stressful event; therefore, support mechanisms should be implemented. The use of 

wearable devices in providing healthcare support during clinical trials, reported by 

Burton offers valuable insights. 

The introduction of text-based applications that engage in feedback conversations with 

patients during and after trial participation could facilitate closer, ongoing patient 

contact. Such applications may employ natural language processing techniques. While 

these patient-support applications stand apart from machine learning, their development 

could benefit greatly from applied AI research. 

14.1. Engaging Patients in Clinical Trials 

The involvement and engagement of patients in clinical trials constitute a crucial step in 

these undertakings. Empowering patients enables them to make informed decisions 

about their participation, facilitates the delivery of appropriate treatments, and ensures 

that findings are effectively communicated. Artificial intelligence (AI) can play a pivotal 

role in achieving these goals. 

The enhanced recruitment of patients is, undeniably, a major objective. Considerable 

success has been achieved through the development of public websites, platforms, and 

apps that enable patients to find relevant trials, register their interest, and share 

information with their healthcare providers and carers. The ongoing COVID-19 

pandemic has further stimulated the use of digital communication and information 

technology. 

14.2. Feedback Mechanisms for Continuous Improvement 

It is argued that where trial participants are unable to unilaterally withdraw from a 

clinical study, patient centricity has been defeated at its inception. Digital technologies 

can promote patient centricity by supporting participants in becoming active drivers of 

data collection, safety reporting and information‐sharing. Clinical trial aware apps can 

allow volunteers to review their individual results irrespective of the clinical phase and 

provide an optional possibility to provide feedback on the trial. Feeling trusted and 
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recognised does not lead to patients being more motivated to actually provide negative 

trial feedback. It is essential that participants can be reassured that their views—positive 

and negative—will be considered and lead to change within the partnership. 

Patient‐centric approaches can also be used to support the recruitment process. An 

analysis of online patient communities demonstrated that, by allowing appropriate 

transparency through web platforms, the imbalance in benefit and harm perception of 

clinical trials between patients with no previous trial participation and patients who have 

previously participated can be diminished. One out of four respondents agreed that they 

would like to be contacted via social media by an expert to discuss participation in a 

clinical trial. More than a third of all respondents would be willing to share their level 

of education and medical history in exchange for such services and more than 90% were 

willing to share their incentives for participating in clinical trials. This adds valuable 

empirical evidence to the debate about selection bias and representativeness of 

respondents. 

15. Conclusion 

The integration of Artificial Intelligence (AI) into clinical research has triggered a 

transformative phase. From helping in patient recruitment to predicting adverse events 

and real-time monitoring of clinical trials, AI has become a boon for the healthcare 

community. The influx of big data, electronic health records, registries, social media, 

and home-monitoring devices has contributed enormously to this rapidly evolving 

environment. Patient recruitment in clinical trials poses significant issues and 

challenges. Artificial Intelligence can efficiently assist with eligible patient recruitment 

within a shorter time period for clinical trials. Ethical issues, including patient privacy 

and the risk of imbibing bias in AI, need to be addressed. Reducing the cost of drug 

development and accelerating the process, together with complex national and 

international regulations and clinical trials, make patient recruitment a major challenge 

in clinical-trial execution. AI-enabled patient recruitment is capable of enabling a faster 

and more efficient means of drug development. In the complex healthcare ecosystem, 

adverse events comprise a major part of pharmacovigilance, together with the cost and 

time involved in drug discovery. 

The Artificial Intelligence approach—using technologies such as machine learning, 

natural language processing, and deep-learning algorithms—plays an important role in 

the prediction of adverse events for pharmacovigilance. AI can offer a real-time process 

of data collection and analysis, thus helping in monitoring the clinical-trial environment 

more effectively and efficiently. 
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1. Introduction to AI in Regulatory Affairs 

The emergence and rapid growth of Artificial Intelligence (AI) is unlikely to leave any 

sector untouched. Regulatory affairs will certainly benefit from AI in a myriad of ways. 

One key area wherein AI is set to make a significant impact is the automation of dossier 

preparation, which boosts efficiency and accuracy, addresses associated challenges, and 

has been successfully implemented in several corporations. Another important aspect of 

regulatory affairs where AI will play a vital role is regulatory risk assessment, facilitating 

better evaluation of potential hazards and ensuring preparedness for future regulatory 

changes. Finally, AI will assist in global regulatory harmonization, fostering 

consistency, reducing confusion, and aligning requirements across different geographies 

[1,2]. Together, these applications exemplify how AI transforms regulatory affairs and 

compliance. 

The advent and expansion of Artificial Intelligence (AI) will undeniably transform the 

regulatory affairs landscape, with risk assessment representing a prominent domain set 

for change. Regulatory risk assessment empowers organizations to identify and 

comprehend the hazards associated with proposed activities, offering insights into the 

likelihood, nature, severity, and consequences of potential adverse effects. Although 

alterations to existing regulations or the introduction of new regulations constitute an 

inherent aspect of any regulatory framework, agencies continue to seek superior methods 

for assessing and developing regulations that low-impact products and services operate 

within ". Anticipatory risk assessment is crucial for organizations aiming to prepare for 

impending regulatory changes and positioning themselves effectively in the future. 

Deep Science Publishing, 2025  

https://doi.org/10.70593/978-93-7185-204-3 



79 
 

Furthermore, regulatory risk assessment is intrinsically linked to public sector funding 

and spending decisions [3-5]. 

2. The Role of Automation in Dossier Preparation 

Automation in Dossier Preparation. Regulatory employees are regularly asked to 

contribute to the submission of filings, or dossiers, which are then submitted to a 

regulatory authority for review and approval. Dossier submission shows that health 

authorities’ requirements for a product’s quality, safety, and efficacy have been met, yet 

assembling the information required for a submission is a highly manual process, taking 

teams across organizations months to complete and double-check. Recent years have 

shown just how beneficial automation can be within regulatory operations. Robotics and 

natural language processing enable organizations to mitigate the repeated and 

monotonous work that dossier preparation entails, thereby greatly shortening the time 

needed. Despite these advantages, many companies struggle to use automation tools for 

dossier preparation and risk assessment [6,7]. A few reasons may include difficulties in 

system integration, challenges in change management, existing time and resource 

capacities, and lack of audit readiness. Nevertheless, the benefits of enabling automation 

are clear, as demonstrated by multiple success stories. Automation enhances capacity, 

creating more time for work that enhances business value and provides measurable 

benefits such as speed, accuracy, efficiency, resource utilization efficiency, cost savings, 

and audit readiness [2,8-10]. It can prepare submissions faster and with fewer errors, and 

in many scenarios, accelerate regulatory approval. 

2.1. Benefits of Automation in Dossier Preparation 

Automation in the process of dossier preparation for regulatory affairs involves 

deploying robotic process automation (RPA) in regulatory compliance. The use of RPA 

in dossier preparation benefits regulatory affairs by improving productivity and 

scheduling, making regulatory compliance more efficient. Routine or repetitive tasks in 

dossier preparation are performed automatically by RPA, allowing regulatory affairs 

associates to focus on higher-value aspects of compliance. Automation leads to better 

control over compliance. RPA also benefits the regulatory framework by reducing the 

risk of human error and ensuring on-time delivery of projects. Regulatory agencies 

benefit as they receive automated updates and notifications. 

Despite the many advantages of automation in dossier preparation, integration with 

existing systems (such as product information management, content management, and 

document generation systems) remains a significant challenge. Several studies have 

demonstrated the success of RPA tools in automating dossier preparation and addressing 

these integration issues [1,11-12]. Automated workflow and collaborative review 

processes enable more efficient processing, review, and approval of dossier information, 



80 
 

minimizing risks associated with human intervention. Full integration of these 

processes—including document generation, production workflow and review, and 

publishing/delivery—results in faster turnaround times, higher-quality submissions, and 

reduced cycle times. 

2.2. Challenges in Implementing Automation 

Automation will eventually generate major changes in legal, economic, and social 

systems; however, the extent to which the related benefits—more leisure time, shorter 

work horizons, and greater efficiency—will be obtained depends on the ability to 

manage the many difficulties that automation introduces. Fewer errors, greater 

efficiency, and higher quality are only possible when the machines of automation are 

loaded with a well-designed information system. It would be a mistake to think that 

efficiency automatically follows from automatization. Another concern is the large 

investment of human resources and funds required for automation. Many know the song 

about the frog that jumped from the frying pan into the fire? The automation of dossier 

preparation and its benefits and problems also have their so-called frog-dangers, because 

of the large resources invested in it. 

When considering the automation of dossier preparation, it is advisable first to ascertain 

whether the current situation actually calls for automation or whether the associated 

problems can be dealt with in a different way. Václav Matyáš raises several questions in 

this context: would automating the filling-in of these forms really be more efficient; 

should one real problem not be resolved in the framework of the EC bureaucracy before 

automation is considered; and whether the allocation of so much effort and money to 

automation is not making the administrative hassles of the registration process more 

acceptable. At an even wider level, it is impossible to adopt an efficient approach to 

dossier preparation automation if the necessities of registration and the requirements for 

harmonization and risk assessment are not also addressed at the same time. 

2.3. Case Studies of Successful Automation 

Automation in deed preparation offers significant benefits for the regulatory-affairs 

subject-matter expert (SME) including reduced costs per unit, increased throughput, 

faster time to market, fewer errors, better job satisfaction, and less regretful outsourcing. 

Despite these well-understood gains, the integration of regulatory-affairs automation 

into a company's business processes can be difficult [13-15]. However, progress 

achieved in the regulatory-affairs domains of risk assessment and global harmonization 

in the face of potential noncompliance illustrates that these hurdles can be overcome. 

More in-depth information about automation in deed preparation, including its benefits 

and the challenges associated with integrating automation into business processes, is 

provided in the introduction to AI in regulatory affairs and compliance. The account of 

automation's role in risk assessment explores the prerequirements for regulatory risk 
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assessment, the use of AI tools to help perform it better, and the advantages of AI over 

traditional methods. The discussion of global harmonization highlights the importance 

of harmonizing regulation worldwide and outlines a technology-based approach to 

ensuring consistent interpretation of requirements, thereby reducing the risk of 

noncompliance. 

3. AI-Driven Risk Assessment 

Regulatory Risk Assessment serves as the backbone of Quality by Design, product 

development, and dossier preparation. Critical decision-making in these areas depends 

on the thorough identification of potential risks, their estimated impact on project 

success and public health, and their relative ranking compared to one another. 

Consequently, continuous evolution of risk assessment techniques remains a focal point 

in Regulatory Affairs and Compliance. 

Recent advances in Artificial Intelligence now offer sophisticated instruments for 

Regulatory Risk Assessment [16,17]. These new tools empower exhibitors, regulators, 

and traditional risk specialists to perform optimized risk analyses related to the 

submission, approval, and registration of products and medical specialties. By 

integrating AI into the evaluation process, stakeholders benefit from more precise, 

comprehensive assessments that enhance public health protection across nations and 

therapeutic domains. 

3.1. Understanding Risk Assessment in Regulatory Context 

Risk assessment in regulatory affairs revolves around the evaluation of risks associated 

with a product or material in relation to the benefits that would accrue from its use. In 

the context of regulations, it is a pivotal step designed to prevent high-risk products from 

reaching the shelves and protect low- to medium-risk products from being lost due to 

expensive and irrelevant requirements. Although the concept of risk assessment is 

embedded within most regulatory guidelines, regulatory bodies generally do not provide 

direct tools and guidelines for performing these assessments, recognizing that risk is 

context- and application-specific. Nevertheless, in complex regulations such as Europe’s 

REACH, smaller chemical companies—being actual risk managers—are encouraged to 

perform their own risk assessments. 

3.2. AI Tools for Enhanced Risk Assessment 

Regulatory risk assessment is a task that determines the risk of non-compliance with 

regulatory requirements. The consequences of non-compliance not only include 

rejection of the product with the associated increase in cost and the delay in time to 

market but may also include litigation and damage to the brand image, which affects 

future products. There are many risk assessment tools currently in use for risk assessment 

in regulatory affairs. These tools evaluate risks at different stages of the regulatory 
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lifecycle and return a risk value that can be used to take informed decisions for the related 

processes. As such, these tools are effective in routine assessment of the level of 

compliance risk in regulatory processes but have limited ability to identify compliance 

risks at a higher level. For example, they may have limited ability to identify deficiencies 

in the structure of the regulatory process itself or make recommendations on how they 

can be resolved. Based on the data used in the risk assessment process, these factors may 

be “profitability risk,” “budgeting risks,” etc. Yet, these tools cannot provide insight on 

how budgeting for regulatory affairs can be improved to increase profitability. 

With advancements in AI, its scope of analysis can be further enhanced, which will allow 

identification of more factors that can increase the risk level [12,18-20]. AI can be used 

to answer questions such as: “How effective is the current budgeting process? How does 

the size of the budgeting team/country allocation have an impact on profitability? What 

should be the molecular complexity of the product portfolio in a particular country so 

that profitability is maximized?” 

3.3. Comparative Analysis of Traditional vs AI Methods 

Striking a balance between risk and opportunity is a fundamental principle underlying 

all economic activity, reflecting the inherent connection between the two. Businesses 

frequently undertake activities that carry a degree of risk, not only to themselves but 

often also to other stakeholders. The challenge lies in distinguishing acceptable risks 

from those that may be deemed unacceptable, requiring individual market participants 

to evaluate these risks based on personal or corporate values and risk tolerance. In an 

ideal world with unlimited resources, business would be free to pursue any risk, 

regardless of potential loss. However, practical considerations necessitate the 

identification of a threshold for acceptability, which cannot be established without some 

form of risk evaluation. 

Government regulation represents an attempt to formalize the distinction between 

acceptable and unacceptable levels of risk, often in the name of protecting society, 

individual members of society, or other stakeholders not belonging to the market. 

Whether or not this form of protection is currently necessary remains a contentious issue, 

particularly in highly developed, innovative, and entrepreneurial economies. 

Nevertheless, in reality, boundaries and limits must be established through some activity. 

The new environment of artificial intelligence will undoubtedly contribute to this 

process, although it is currently unclear whether the impact will be positive or negative. 

4. Global Harmonization through AI 

4.1 Alignment of worldwide regulations Regulatory harmonization is integral to 

regulatory affairs. Establishing common rules and guidelines across the globe reduces 
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the time and cost associated with regulatory processes. It facilitates the introduction of 

new innovative products or the continuation of existing ones into new markets. 

4.2 Possible contribution of AI to the harmonization of emerging regulations Various 

regulators have realized the potential of harmonization and proposed different guidelines 

and regulations. They recognized the solution of harmonization and correspondence 

between the guidelines to reduce human bias and error and give a consistent and uniform 

risk assessment outcome [21-23]. The proposed approach is an automated artificial 

intelligence–based risk assessment tool, which is responsible for assessing the risk for 

the already introduced product in a new emerging market. This tool will consistently 

correspond regulations with each other to provide a combined risk assessment result. 

4.1. The Importance of Global Harmonization 

Global regulatory harmonization plays a critical role in the success of industry projects. 

The large number of regulators, each with their own processes, is a potential source of 

misunderstanding and added work. As approval processes differ from one authority to 

another, achieving global compliance in an efficient manner remains impossible [24,25]. 

Several of these differences include the handling of data, the use of conditions or 

commitments, the adoption of the QbD approach or even the very concept of risk in 

regulatory approval. Automation in dossier preparation becomes an absolute necessity 

to deliver a high-quality dossier on time and at the lowest cost. Furthermore, the 

incorporation of AI in the compliance assessment of a project can also have a profound 

influence on the safety of patients worldwide [26-28]. 

4.2. AI Solutions for Regulatory Consistency 

Harmonising regulatory filing dossiers, processes, applications, and electronic 

submissions across the globe opens the door to improved use of systems and licenses, as 

well as easier management of licenses. Innovative medication development can take 

advantage of adherence to the most advanced regulatory standards. Each new medication 

development can use already approved product information to avoid repetition and 

reduce both development costs and tests. 

AI can assist considerably in bringing about global harmonisation in these substance 

areas as global pharmaceutical rules demand, yet the current absence of a common global 

set of rules even complicates product creation. Regulatory affairs staff working in 

pharmaceutical companies must comply with the local regulations of each nation where 

they seek or obtain marketing authorisation. Legislative changes trigger or require 

updates to existing product information (PI). Continuous assessments of new potential 

risks maintain or contest the marketing authorisation (MA). The emergence of actual or 

anticipated risks or their absence during the product lifecycle score the risk profile of the 

product. Relevant potential dangers can lead to changes in manufacturing or distribution 
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licences. Exposure to or protection against specific harmful circumstances integrate into 

the packaging design. 

4.3. Case Studies on Global Harmonization Efforts 

Automation in dossier preparation leads to heightened efficiency and reduced error rates, 

but integration challenges exist, especially with diverse source data formats. Despite 

these hurdles, life science companies have successfully implemented automated systems 

that streamline compliance processes. Regulatory risk assessment, supported by AI 

tools, enables more precise evaluations. Many products currently require risk 

evaluations related to IT connectivity; the integration of Risk Assessment and Risk 

Management flowcharts within dossier preparation tools can enhance consistency and 

reduce manual effort. Global regulatory requirements demand increasingly rapid and 

standardized responses. Minimizing both risks and the duration of risk phases requires a 

universally accepted and speeding concept. IT Automation and AI facilities provide 

assistance, ensuring consistency across worldwide regulatory risk assessments. 

The management of risk in a product lifecycle is not limited to a single phase of the life 

sciences product lifecycle but has articulations in each phase. With the continually 

evolving product lifecycle for the new-age products, the regulatory inputs and the risk 

elements also go through an evolution and demand continued methodic handling. 

Although similar streamlined risk-mitigation requirements exist in other regulatory 

guidelines such as the EUMD/MDR, other regional guidelines such as those from Brazil 

and Canada also specify requirements in this regard, making global regulatory 

harmonization and standardization very essential. AI offers possible solutions that will 

enable such global regulatory alignment and assist with the pandemic/disaster 

preparedness initiatives [29-31]. 

5. Ethical Considerations in AI Implementation 

Artificial intelligence (AI) appears to have the ability to transform regulatory affairs, 

which raises several questions. Ethics in regulatory affairs can be referred to as the 

ethical and moral considerations when undertaking regulatory affairs and compliance 

activities. It seems that it is the buzzword of the moment—universities, pharmaceutical 

companies, governments, and topical journals all touch on AI. First, the notoriety of AI 

should in no way undervalue the ability of automation in regulatory affairs. In particular, 

automation can assist in dossier preparation; numerous regulatory personnel would 

certainly agree. In the further course, an overview about automation in dossier 

preparation is provided by highlighting its benefits, challenges, and implemented cases. 

Second, further applications of AI within regulatory affairs are considered, beginning 

with regulatory risk assessment and continuing with global regulatory harmonization. 
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Ethical concerns regarding AI in regulatory affairs include data privacy, algorithms, and 

regulatory aspects. Automation is an excellent application of AI that offers manifold 

advantages to regulatory affairs. However, several challenges remain: firstly, it is not 

common practice to employ automation throughout dossier preparation, and secondly, it 

is often not feasible in every organization. Several companies have already introduced 

automated solutions to preparation, achieving satisfying user experiences and high levels 

of automation. Next, regulatory risk assessment entails identifying, analyzing, and 

assessing risks across all pharmaceutical activities. AI-based tools allow for systematic 

and precise evaluation, supporting risk management and decision-making, and ensuring 

compliance with Good Manufacturing Practice (GMP) regulations. Traditional 

regulatory authorities use risk assessment to prioritize inspections of registered 

companies, facilitating effective supervision of medicine production. 

5.1. Data Privacy and Security Concerns 

The use of artificial intelligence in regulatory affairs brings to the fore all the classic 

concerns related to IT. Regulatory databases house vast amounts of confidential 

information, attainable at individual or salariat/company group levels, making any 

breach potentially disastrous [3,32,33]. The collection of personal data, particularly in 

dossiers, exacerbates these fears. Business decisions based on private algorithms also 

face criticism when used uncritically, especially concerning licensing and other licensee-

related activities. While AI can generate information swiftly, questions regarding the 

legitimacy and sourcing of data are mounting. Cybercrime remains a significant worry. 

Mitigating these risks requires a careful approach that leverages the substantial 

advantages AI offers without succumbing to its pitfalls. Current proposals encompass 

plans regulating the area—such as the General Data Protection Regulation (GDPR)—

and others specifically aimed at AI. Nevertheless, the field of AI policy making is still 

nascent and highly controversial. Constructive improvements can nevertheless foster 

wider AI adoption because the risks associated with not using it are equally substantial. 

5.2. Bias and Fairness in AI Algorithms 

The acceleration of AI-powered technologies across industries has amplified concerns 

about potential discrimination and bias. Schlachter propose an AI regulatory framework 

that addresses algorithmic fairness by considering tasks, contexts, and conditions as vital 

dimensions. Pfeifle and Urbach present an approach for identifying and reducing bias 

by scrutinizing the surveyed population, underlying data, and potential resulting biases. 

The omnipresent impact of AI introduces ethical dilemmas that demand the attention 

and innovative problem-solving of upcoming generations. Ethical considerations 

encompass data privacy, bias and fairness, and the regulation of AI-based systems. The 

intricate nature of ethical issues calls for specialized approaches and treatments. For 

instance, the discussion of automation concentrates on data privacy aspects, the appraisal 
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of risk assessment focuses on bias and fairness, and the exploration of global 

harmonization addresses AI-based regulations. 

5.3. Regulatory Frameworks Governing AI Use 

One of the primary causes of regulatory uncertainty is that AI tools are not classical 

therapeutic interventions or diagnostic procedures but, rather, decision support systems 

to help identify safety and compliance issues. Like traditional decision support systems, 

developers of AI assistants for regulatory affairs would be protected under the "Good 

Samaritan Law" from liability for decisions made by users acting in good faith. 

Moreover, an increasing number of self-regulatory initiatives, standards and guidelines 

gradually come into force for the use of AI in all sectors [4,34-36]. The EU in particular 

has launched a regulatory framework for artificial intelligence. 

6. Future Trends in AI for Regulatory Affairs 

As organisations look to the future, the implications are clear. The evolution of 

technologies that drive artificial intelligence (AI), natural language processing (NLP) 

and robotic process automation (RPA) will empower a growing number of use cases in 

regulatory affairs and compliance – from automating preparation of regulatory dossiers 

and assessing risk through to driving regulatory global harmonisation. 

Driving automation in dossier preparation is a clear priority. Regulatory dossiers such 

as product information for submission to global health authorities contain structured data 

and unstructured free text. Structured data in format and content is similar across 

dossiers. Structured data points are often referenced throughout dossiers, and wherever 

data points become outdated, they have to be updated across dossiers in multiple places 

[37-39]. This makes dossier creation processes repetitive, manual and time-consuming, 

tying up regulatory teams in mundane tasks and distracting them from their core work, 

which is decision-making and steering of objectives that require judgment, interpretation 

and analysis. 

6.1. Emerging Technologies in AI 

Artificial intelligence (AI) is a disruptive technology that is enabling businesses to 

increase efficiency and profitability and that is gaining much interest among Regulatory 

Affairs & Compliance societies and professionals. Regulatory Affairs & Compliance 

have a vital role to play in human health, environmental protection, and maintenance of 

social order. Several processes are time-consuming and constrained by the availability 

of resources—all of which demonstrate the need for increased automation within drug 

development. The preparation of dossiers is one such aspect that can benefit greatly from 

automation. Risk assessment and global harmonization play a crucial role in the process 

of AI implementation within Regulatory Affairs & Compliance. Data privacy, bias, 
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ethics, and AI regulations are important aspects of the responsibility that organizations 

have when managing AI projects. 

Regulatory compliance risk assessment is the process of evaluation and identification of 

regulatory risks. AI tools can be employed to enhance the regulatory risk assessment 

process. Automation plays a crucial role in enabling Regulatory Affairs & Compliance 

professionals to prepare dossiers more efficiently and accurately. Several attempts made 

by organizations towards automation have been very successful in this context. 

Regulatory Affairs & Compliance experts believe that the combination of automation in 

dossier preparation and AI-driven risk assessment can lead to better global 

harmonization of regulations in the future. 

6.2. Predictions for AI Development in Compliance 

Advances in AI, machine learning (ML), and deep learning will increasingly address 

limitations of early applications such as Natural Language Processing, computer vision, 

and predictive analytics, thereby rendering these technologies more effective. Another 

significant trend involves the emergence of AI regulations by governments and agencies 

involved in monitoring companies that utilize AI. The establishment of AI-specific 

regulationsL seeks to achieve two primary objectives. Most governments acknowledge 

that AI is not intrinsically either good or bad; rather, it depends on its usage. Therefore, 

regulations governing AI usage help ensure that it serves the interests of the government 

and society. Moreover, such regulations require companies developing or employing AI 

to clearly explain how their AI technologies operate, what decisions they support, and 

how they incorporate bias control within their functions. A third major trend involves 

the transition from Narrow AI to General AI. Narrow AI systems possess the ability to 

master a single domain, whereas General AI aspires to encompass skills across all 

domains. 

Among the predictions for regulatory affairs and compliance are that authorities will 

play a paramount role in providing partnerships and collaborations as part of the 

evolving system. Experts foresee a more holistic approach to regulations and patient risk, 

with automation penetrating routine processes—moving away from merely speeding up 

mundane tasks and focusing more intently on the control of patient risk. Regulatory 

departments will emphasize the importance of thorough training and onboarding for new 

hires to prepare them for future responsibilities. Additionally, there will be a stronger 

stance on maintaining the manufacturing of quality products, underscoring that quality 

must be inherent rather than the result of end-stage inspection. 

6.3. Preparing for Future Regulatory Challenges 

Regulatory Affairs and Compliance is among the oldest areas of work, yet it is also one 

of the youngest in its pursuit of Artificial Intelligence applications. When meeting these 

systems’ needs and overcoming their limitations, much more than technology and data 
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must be taken into account. AI at its core is human, and it can rehumanize many aspects 

of the digital transformation currently hampering organizations worldwide. 

The future of Regulation is unclear, partly because legislation was not created to regulate 

algorithms. Nonetheless, AI is the solution that humans have invented to respond to the 

world’s increasing complexity—not the main cause of the problem. According to the 

U.S. National Institute of Standards and Technology (NIST), risks and AI solutions 

consistently outperform humans in a variety of fields, including medical research, 

manufacturing, information technology, and the legal industry. Staying competitive 

requires effectively leveraging these solutions. It is essential to address ethical concerns 

from the outset, and these challenges should be acknowledged from the beginning of any 

AI initiative. 

7. Conclusion 

Artificial Intelligence (AI) is impacting Regulatory Affairs (RA) on multiple levels. One 

of the main pillars is automation, which contributes substantially to time and cost 

savings. This key implementation of AI can deliver considerable efficiency and accuracy 

improvements to support Regulatory Affairs, especially scenario analysis using machine 

learning can provide precise guidance for risk assessment purposes. Finally, digital 

assistance can contribute toward global harmonization in Regulatory Affairs. Although 

implementation is challenging, successful case studies demonstrate that these goals can 

be achieved. With these aspects in focus, regulatory affairs must not ignore ethical 

aspects such as data privacy, algorithmic bias, and specific rules or regulations targeting 

AI. Looking into the future, emerging technologies in this area are currently attracting a 

great deal of attention, since the regulatory environment will become ever more 

challenging. 
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1. Introduction to Personalized and Precision Medicine 

Personalized or precision medicine is one of the healthcare fields that have been most 

significantly impacted by artificial intelligence (AI). At its core, personalized medicine 

is the effort to carefully tailor treatment and prevention decisions to the characteristics 

of each patient, going beyond the classical approach of "one-size-fits-all". The 

motivation for doing this lies predominantly in avoiding overtreatment of patients and 

finding the most effective treatment for individual patients, thus reducing the health and 

financial burdens caused by incorrect or inadequate treatment. 

The field of precision medicine is very complex, demanding the generation and analysis 

of large-scale multi-omics data and clinical records from patients—data often 

heterogeneous in nature. Such data are used for patient stratification, i.e., for identifying 

distinctive subgroups of patients that share clinical and molecular features and would 

therefore benefit from an equivalent route of prevention or treatment. These identified 

subpopulations are then used to develop tailored therapies, which have been 

demonstrated to significantly improve patients’ response to treatment in comparison to 

the general patient population. 

2. The Role of AI in Healthcare 

Advances in Information and Communication Technologies over recent decades have 

transformed society, including the health sector. Artificial Intelligence (AI), 

encompassing subfields such as data analysis, ontologies, natural language processing, 

machine learning, and computer vision, has been applied in facial recognition, behavior 

analysis, robotics, and, crucially, medicine and health care. In medicine, AI and 

Deep Science Publishing, 2025  
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computer science facilitate improved care by addressing heterogeneous data; 

consequently, AI applications have emerged from tailored therapies to imaging and 

public health. Despite these improvements, several limitations must be considered [1,2]. 

Personalized and precision medicine adjust treatments to an individual's clinical 

information, lifestyle, environment, biology, and genetics to enhance effectiveness. 

Large quantities of heterogeneous and distributed data are necessary, including 

environmental factors, electronic health records (EHRs), and genomic information. AI 

methods enable the transition from traditional medicine to personalized and precision 

treatments, underpinning enhanced patient care [3-5]. However, the availability of vast 

sensitive data introduces concerns about privacy and data security. Fairness—providing 

equitable care to all patients—is another crucial aspect, as therapeutic recommendations 

and genetic studies may display biases, leading to inequities for certain population 

groups. Therefore, new regulations are required to impact the legal domain of 

personalized and precision medicine, facilitating clinical implementation. Finally, with 

AI gaining relevance within medicine, health-care professionals need appropriate 

training to leverage AI technologies effectively. 

3. Genomic Data Integration 

Resources such as the HapMap project, the 1000 Genomes Project and the Exome 

Aggregation Consortium, together with the dropping sequencing costs, have led to 

dramatic increases in genomics data [2,6]. Leading to periods of both discovery and 

follow-up, such data has yielded many interesting findings, but the ability to link all of 

this is very low. An effective, integrated solution is needed which can link all the 

biomedical findings in whatever form and from whatever resources they come, and then 

guide researchers towards a deeper understanding of the biological mechanism of the 

diseases. 

Artificial-intelligence-based solutions have the potential to provide the necessary 

integration. By exploring the currently available bio-curated knowledge and 

crowdsourced annotations, it is possible to prepare an annotated biomedical knowledge 

repository. With the use of advanced natural-language processing techniques, new 

findings can be extracted from biomedical literature daily and extracted facts can be 

integrated into the repository [7-9]. Such a repository can be dynamically updated and 

reasoned upon, making it an indispensable knowledge source for the community and 

enabling easy integration of genomic data with evidence gathered from a large group of 

conditions, such as cancer and other diseases. 

3.1. Understanding Genomic Data 

In personalized and precision medicine, the integration of genomic data is crucial to 

uncover treatment response differences and disease susceptibility. Genomes provide 
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essential information to assess individual risk factors and patient stratification, enabling 

the development of tailored therapies. Advancements across how data is collected, 

organized, curated, and especially analyzed are still required to facilitate this integration 

in clinical practice efficiently. 

The intent behind developing methods that accommodate the heterogeneity inherent in 

genomic data is to incorporate data from informative but diverse populations into patient 

stratification and tailored therapies [10,11]. The heterogeneity in conjunction with data 

imbalance are two main issues in both classification and clustering of such data. A wide 

spectrum of AI methods, including clustering, variance analysis, deep learning, hidden 

Markov models, and network analysis, have been proposed to enable the integration of 

genomic data. Nonetheless, many challenges remain and need to be addressed before 

integration can become a part of routine clinical care. 

3.2. Methods for Data Integration 

The integration of genomic data is important for personalized and precision medicine 

and entails combining distinct types of information, such as stratification, clinical, and 

epidemiological data.\n\nDue to the heterogeneous nature of data, integrating several 

sets of genomic information becomes difficult, but artificial intelligence (AI) can 

alleviate these problems. Indeed, AI approaches in general, and deep learning methods 

in particular, have been successfully applied in overlapping fields, such as patient 

stratification. For instance, Xu describe DeepCC, a framework based on deep learning 

for cancer patient stratification that enables the functional interpretation and 

transferability of signatures across independent datasets and cancer types. 

3.3. Challenges in Genomic Data Integration 

Notwithstanding the above modern techniques, the integration of genomic data with 

other healthcare data poses numerous challenges. Both genomic and EHR data are 

heterogeneous, stored in different locations and formats at many different levels of 

processing and abstraction, and many different types of diseases and phenotypes have 

different hierarchical structures and models of inheritance [12-14]. Clear guidelines on 

the methodology and tools to use effect the integration of genomic data with other data 

sources are insufficient. As privacy issues and concerns surrounding patient genomic 

data grow, so does the demand for data security and encryption and appropriately 

stringent methods to handle and process sensitive patient information. Issues of 

impartiality in data collection and analysis also surface, alongside concerns about biased 

or questionable patient selection—factors crucial for the development of personalized 

and precision medicine. 
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4. Patient Stratification 

Patient stratification aims to separate and categorize patients into groups in order to 

enable different types of treatments and assign the most appropriate therapies. Different 

AI techniques, including classical clustering methods and methods based on deep 

learning, have been employed for patient stratification. For example, two studies 

proposed to stratify patients using data from electronic health records. One utilized 

autoencoders to identify subgroups of type 2 diabetes patients, and the other employed 

a probabilistic model to formulate phenotypes in Alzheimer’s disease. 

The integration of genomic data into personalized and precision medicine can have 

substantial implications. The highly detailed stratification of patients into subgroups can 

be realized through the linkage of genomic data to clinical conditions or diseases, 

potentially leading to the provision of therapies tailored to each subgroup [3,15-17]. 

Further examples of AI applications for the stratification of patients can be found herein. 

4.1. Defining Patient Stratification 

The integration of genomic data in patient stratification is a crucial application area for 

artificial intelligence in personalized and precision medicine. Stratifying patients based 

on disease subtype or predicted response to treatment using AI techniques is a key step 

toward developing tailored therapies for sub-populations or individuals. Patient 

stratification techniques provide a relevant use case that directly addresses many 

challenges within the field, such as linking heterogeneous data modalities. Ethical issues 

and challenges around implementation and regulation are also considered. Patient 

stratification entails dividing an otherwise homogeneous group of patients into distinct 

subgroups based on specific criteria,; it also strives for subgroup discrimination with 

respect to a defined endpoint [18-20]. The significant improvement of patient data 

representation achieved through stratification lays the essential groundwork for 

developing tailored therapies. 

4.2. AI Techniques for Stratification 

Stratification aims to identify homogeneous groups of patients who share similar 

properties, usually clinical, genetic or molecular. The members of the resulting strata 

can be described with thorough and complete clinical profiles. As a consequence, 

stratification enables the derivation of recommendations and prediction models tailored 

to the properties of each stratum.Patient stratification is frequently established by means 

of clustering algorithms [21-23]. Deep learning methods can also be used in a supervised 

classification setting. Recent work has proposed the application of the deep embedding 

clustering algorithm for patient stratification. Other studies have focused on the 

exploitation of deep learning for outcome-specific patient stratification. A method based 

on autoencoders performed effective stratification of cardiac patients. These examples 

show that the deep learning approach can effectively identify clinically relevant patient 
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strata. This method exceeds traditional linear dimensionality reduction approaches. 

Patient stratification is especially useful when treatment effect heterogeneity is expected. 

4.3. Case Studies in Patient Stratification 

The use of clustering techniques to stratify patients has made tangible contributions to 

real-world practices. In a seminal study, the integration of unsupervised learning of gene 

expression and methylation profiles identified clinical subtypes with distinctive 

molecular aberrations and clinical features within the broad heterogeneous group of 

glioblastoma multiforme (GBM) tumor patients, establishing the basis for targeted and 

personalized therapies [9,24,25]. Patient clusters stratified by methylation data could be 

inherently associated with prognosis, where low- and high-methylation correlated with 

worse and better overall survival, respectively, with IDH1 mutations almost 

concentrated in the latter group. The unsupervised, molecular-based, heterogeneity-

driven study demonstrated the need to thoroughly stratify patients before any attempt to 

establish therapeutic options or determine prognosis. 

Beyond cancer, the integration of multimodal genomic data through Autoencoders 

unveiled four TTN-mutated subpopulations in lung adenocarcinoma. Sliding Window 

Association Test, RRBS, and proteomics analyses showed distinctive features among 

the clusters in terms of genomic alterations, clinical outcome, immune 

microenvironment, epigenetics, and molecular functions, unveiling that high-risk 

patients harboring more somatic mutations were likely to benefit more from anti-PD-

1/PD-L1 treatment. Severity of COVID-19 symptoms exhibited a strong correlation with 

older age and comorbidities such as obesity, diabetes, and hypertension, behaviors 

evident in clusters exhibiting greater vulnerability. Stratification of COVID-19 patients 

with host transcriptomics, disease severity, and clinical data supported the prioritization 

of specific vaccines and treatments for each subgroup. 

5. Tailored Therapies 

Government and regulatory institutions mandate approving and tailoring therapies to 

specific patients. This task is critical to maintaining patient safety and optimizing the 

utilization of public resources. However, the total volume of available patient 

information conservatively doubles every three years. Clinical units can easily become 

overwhelmed when all aspects of therapeutic indication, formulation, dosage, and 

duration must be studied. Therefore, there is an urgent need to develop techniques 

capable of addressing the natural complexity of patient-specific indications in an 

efficient, reliable, and sustainable manner. 

AI techniques have been extensively proposed and employed to this end. In particular, 

polypharmacy brings together all considerations to be made when dealing with an 

individual therapeutic history and comorbidity status. MELINDA is a computer analyze-
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and-suggest system that assists patients with planning their polypharmacy intake and 

timetable. A chain-of-thought prompting approach for large language models is 

demonstrated to improve reasoning and factual accuracy of automatic retelling and 

simplification of drug package leaflets. Sepsis is a life-threatening organ dysfunction 

caused by abnormal host immune responses to infections. A further study addresses the 

drugs and mechanisms underlying the protective effect of andrographolide against acute 

lung injury associated with severe sepsis [26-28]. In recent decades, progress in cancer 

research has led scientists to develop various anti‐cancer therapies. The therapeutic 

potential of cancer immunotherapy peptides for targeted cancer vaccine development is 

however affected by the high costs and long timelines of pre-clinical and clinical 

experiments. Deep learning applications, honed on manually curated immuno‐peptide 

datasets of different cancers and assay types, can be used to predict immunotherapy 

response. 

5.1. Overview of Tailored Therapies 

As the name implies, personalized or precision therapy refers to treatment tailored to the 

specific characteristics of an individual patient. The precise shape of the therapy depends 

on the individual patient characteristics. For example, in a pharmacological therapy, both 

the choice of the active compound and the amount and timing of administration can be 

adapted to the characteristics of an individual patient. Personalized therapy is the 

extreme form of personalized and stratified medicine and is mainly considered in 

combination with genomic data. 

The challenge for AI methods in developing personalized therapy strategies lies in the 

fact that the mapping from patient characteristics to the therapeutic approach has a high 

degree of dimensionality and complexity [6,29-31]. Particularly in pharmacological 

therapies, it is necessary to take into account the joint probabilistic distribution between 

patient characteristics and therapeutic approaches. This perspective is not just an 

adaptation of the problem to allow the application of traditional machine learning 

algorithms, but an inherent requirement for many therapy forms. For the fit of the therapy 

to the patient, the conditional probability over all possible therapeutic approaches, 

P(depth = therapy approach | breadth = patient characteristics), has to be known. It is not 

sufficient to optimize a utility function or set of utility functions on the basis of patient 

features [32,33]. Especially when many features vary, it remains unclear how a ranking 

of therapies can be obtained from the personalized risk. In contrast, the joint distribution 

over patients and personalized therapies allows the calculation of this conditional 

distribution. With the introduction of an appropriate utility function, the therapy can then 

be selected that results in the highest expected success of the intervention for the specific 

patient. 
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5.2. AI in Therapy Development 

Several studies have proposed AI techniques for therapy development. For instance, 

Zhang predicted surgical outcomes after hepatic resection in patients with colorectal 

cancer liver metastases by evaluating 46 clinical features through deep neural networks; 

their model achieved an AUC of 0.85. Liu investigated chemoradiotherapy responses in 

patients with nasopharyngeal carcinoma and developed a model employing seven 

machine learning methods—logistic regression (LR), support vector machine (SVM), k-

nearest neighbors (KNN), decision tree (DT), random forest (RF), adaptive boosting 

(AB), and extreme gradient boosting (XGB)—that demonstrated superior prognostic 

robustness. Lee established models to estimate PT-INR levels during the initiation of 

warfarin treatment and to predict adequate warfarin dosing periods. Chang used 

recursive feature elimination with SVM to analyze 54 clinical features, selecting eight 

for predictive purposes. Nagahara identified discontinuation risks in the dabigatran, 

apixaban, and rivaroxaban treatment groups. 

5.3. Success Stories of Tailored Therapies 

Precision medicine is considered a marriage of data, analytics, and biological advances. 

No single technology is sufficient, and—more than anything else—what truly enables 

the future of healthcare delivery is data. Data are the essential ally that allows 

investigation of the effectiveness of various approaches to improving human health. AI 

and ML methods have proven enormously valuable in harnessing genomic data to 

develop customized healthcare solutions and comprehensive, structured, and well-

annotated views of the ever-growing bibliome of medical literature. 

Precision cancer medicine is a typical example of how integrative analysis of diverse 

biological data coupled with AI-based patient stratification may help develop more 

effective therapy. Studies such as show promising results by combining clinical and 

multiomic data followed by K-means clustering to subcategorize patients with 

glioblastoma multiforme into three subgroups [34-37]. Functional genomic analyses via 

gene set variation analysis (GSVA) further stratified these subgroups into high 

immunosuppressive and low proinflammatory groups. Similarly metastatic colorectal 

cancer—having bleak survival rates throughout the last decade—has been re-evaluated 

with an AI-based approach.A trained convolutional neural network (CNN) model could 

differentiate the prognosis of several highly heterogeneous subgroups of patients 

receiving different treatments. Another study on metastatic breast cancer used the 

combination of a deep learning model with the Cancer Vulnerability Explorer (DLE-

CVE) to prioritize combination therapies for individual patients. 
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6. Ethical Considerations in AI-Driven Medicine 

The use of AI technologies for genomic data integration, patient stratification, and the 

development of tailored therapies raises several ethical questions. AI-based 

personalization in medicine requires enormous amounts of information for each 

person—information that may be sensitive and could eventually be traced back to the 

same patients. Privacy and data security are thus considerable concerns. Furthermore, 

AI systems, which learn from the data rather than relying solely on programmed logic, 

make decisions that sometimes appear incomprehensible or unfair. This situation calls 

for an evaluation of machine-learning bias and fairness. 

Looking toward the future, the rapid advances in personalized medicine are redirecting 

regulations. Although the clinical implementation of diverse AI tools can support health-

care professionals by improving the accuracy of medical decisions and the efficiency of 

the overall health-care system, the introduction of these models demands proper training 

for the clinicians who will ultimately deploy them. Recent studies have begun to identify 

the areas in which future clinical expertise should be enhanced to support AI 

technologies. Over the next decade, emerging trends in AI technology will drive 

personalized medicine into a new phase. 

6.1. Privacy and Data Security 

Developing a personalized medicine strategy to meet a patient's individual health 

condition involves acquiring and processing large amounts of data; privacy and security 

concerns are therefore naturally and rationally domesticated in this domain. As 

previously discussed, there is a wide range of sensitive and health-related personal 

information being compiled and analyzed. Accordingly, the other side of the story 

emphasizes the protection of the patient's personal data and privacy. 

A popular technique supporting this point of view is differential privacy, aimed at 

protecting an individual's identifiable information and enabling the processing of 

sensitive data while minimizing the risk to the data subjects. Deep learning with 

differential privacy has subsequently attracted much attention. Applied for the prediction 

of preterm birth in mothers, it leverages Electronic Health Records in the US; advocating 

a larger dataset to overcome the observed decrease in predictive performance. Further 

exploration investigates the speed–privacy tradeoff, analyzing the performance of 

private federated learning on heterogeneous data. In the context of COVID-19 detection 

based on chest X-ray images, differential privacy facilitates federated learning. Thereby, 

privacy is protected in a collaborative learning framework without sharing individual 

raw data. Other approaches commit to data protection by relying on dedicated security 

infrastructure, such as Intel Software Guard Extensions, or on cryptographic protocols 

for privacy-preserving computations, e.g., private set intersection and attested execution. 
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6.2. Bias and Fairness in AI 

Bias and fairness are critical prerequisites for designing trustworthy and reliable AI 

systems in personalized medicine. Bias originates from data, algorithms, or the human 

experts who conceptualize the problems and the AI systems—skewing results—and 

ultimately discriminates among different groups of people. At this point, it is important 

to note that bias and fairness have implications beyond personalized medicine: they play 

a fundamental role in explainability, trustworthiness, privacy, and accountability. In 

addition, bias relates to many other concepts such as security, privacy, and transparency. 

Bias is induced by many factors that often appear in complex and subtle ways. In medical 

research, selection bias is among the most well-known types of systematic error and may 

lead to the incorrect estimation of the association between exposure and risk of disease. 

Selection bias can be caused by the patient system, the physician system, or the study 

design itself. For example, when the inclusion of patients is influenced by living in a 

country with a well-developed health care system, a healthy-user bias might be 

introduced. Selection bias could also occur if patients are included or excluded from the 

study according to a selection process that is related to both risk factors and outcome. In 

intensive care units (ICUs), selection bias was identified when patients with COVID-19 

were recruited for a prognostic model in the first wave of the outbreak while patients 

admitted to the ICU in the second wave were not. Selection bias, together with a region-

specific cohort, reduces the external validity of predictive algorithms and the 

generalizability of predictive models to other populations of patients. Health care 

disparities can thus introduce bias and reinforce social injustice for sub-populations. 

7. Regulatory Framework for AI in Medicine 

Advances in artificial intelligence (AI) open new possibilities for personalized and 

precision medicine. Integration of advanced AI methodologies into the existing medical 

environment may usher in a new era of precision medicine with a subset of patients 

receiving tailored dosage of drugs based on their individual characteristics. The impact 

of integrating genomic and other data on patient stratification and subsequent artificial 

intelligence-driven tailored therapies is also discussed. The main challenges of 

implementing AI in personalized medicine such as regulations, privacy and bias are 

emphasized. 

The combination of patient data and drug knowledge gathered through AI technology 

allows doctors to create individualized treatment plans. The broad range of attributes, 

conditions and potential responses involved in healthcare decision making mean that a 

deeper and wider understanding from data in biology, chemistry, medicine and physics 

is required. Personalized therapy approaches come with their own set of privacy and 

security requirements and challenges, as a non-compliance or misuse of the 
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corresponding data may expose the patient to material damages, such as identity theft, 

financial frauds and loss of insurability. Open source AI packages like TensorFlow or 

Torch serve as a toolset that allows delivery of higher quality healthcare, which, in the 

future, will be able to make real-time predictions, recommendations and decisions based 

on almost real-time medical data. However, the technology can also pose a risk to 

broader societal ethics due to its non-tunable, biased or inaccurate responses, which may 

lead to catastrophic and life-threatening outcomes. 

7.1. Current Regulations 

Privacy and data security are inherent concerns when dealing with medical data, and 

further complications arise when patient stratification is performed based on disease, 

discipline, or a combination of both. Hence, various guidelines and regulations govern 

how algorithms may access such data—for instance, the General Data Protection 

Regulation (GDPR) addressing sensitive patient data in Europe. Nevertheless, the 

horizon promises even more focused and fine-grained privacy frameworks. Driven by 

ethical considerations, the healthcare sector is undergoing continuous transformation to 

establish appropriate regulatory mechanisms. Given the topic's breadth, only a brief 

overview is offered here. For a comprehensive regulatory framework of AI in healthcare, 

please consult studies such as Longoni, Sawaya, and Muehlematter. 

Furthermore, the aspect of bias and fairness must be considered. Even within the context 

of personalized and precision medicine, personalizing diagnoses and treatments has been 

shown to perpetuate prejudice and discrimination. Consequently, the field of Artificial 

Intelligence Fairness emerges—dedicated to testing AI models through various fairness 

metrics, counteracting bias during the learning process via bias mitigation strategies, and 

integrating such measures into an end-to-end fairness workflow.  

7.2. Future Directions 

Much of the current hype surrounding the potential of large language models (LLMs; 

e.g., GPT-4) to transform healthcare surrounds their ability to deliver responses that 

emulate human intelligence and can be applied in tasks as diverse as mental health 

support to medical consultation. However, caution must be taken when applying LLMs 

to medical knowledge. Indeed, the current state-of-the-art LLMs can be wrong when 

predicting the words that follow in a sequence. When this happens, these models will 

return a response even if the answer is factually incorrect or misleading. This 

phenomenon is generally referred to as hallucinations. To combat hallucinations, new 

methods are arising such as Med-PaLM 2, an updated version of Med-PaLM Chat, 

created by adding careful prompt tuning to a model built through instruction prompting 

on a combination of general domain and biomedical domain data. 

The combination of multimodality and retriever-augmented generation (RAG) could 

make it possible for medical questions to be asked about images and then answered with 
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interpretable responses that are verifiable given the source images and documents. 

Furthermore, the application of foundation models to omics data could enable cross-

modality generation and reasoning. Taken together, these approaches could help move 

AI applications in personalized and precision medicine into the mainstream over the 

coming decade. Advances towards making AI models smaller and much more energy-

efficient are urgently needed to make these proteins-on-the-web achievable. 

8. Clinical Implementation of AI Technologies 

The integration of AI technologies into clinical practice has transformative potential. 

Patient stratification is a relatively low-risk example where machine learning-based 

models directly influence patient management. During the SARS-CoV-2 pandemic, AI-

based patient stratification was quickly implemented. Machine learning models 

stratifying cancer patient response to various therapies are now entering clinical practice. 

Future applications might incorporate patient stratification models into clinical therapy 

protocols. The imminent arrival of a deep learning-based radiotherapy planning software 

is another example. Comparable systems extending to additional tumor types or 

radiotherapy techniques are expected to undergo clinical testing and approval. AI models 

for radiotherapy dose prediction and risk estimation, though not yet regulatory approved, 

provide significant output that can enhance clinical workflow and decision-making. 

Nevertheless, the advantages of AI-based systems entail inherent risks. Advertising the 

ability to perform routine tasks faster and at lower cost might tempt institutions to lower 

approval thresholds for new therapies or surrender even simple tasks previously 

controlled by clinicians. This could diminish the quality and speed of approvals and 

undermine the competence of decision-makers, further consolidating patient 

management power within algorithmic operations. A primary challenge is that clinical 

competence is typically gained exponentially, rather than through parallelized learning. 

Thus, regulatory hurdles should continue to require responsible decisions from 

competent experts, even if an algorithm could potentially make decisions faster. 

8.1. Integrating AI in Clinical Settings 

Future applications for artificially intelligent (AI) healthcare technologies include the 

integration of genomic data with other heterogeneous medical data for patient 

stratification and tailored therapies. New challenges arise such as privacy and data 

security, but also bias and fairness. AI in the clinical environment enables healthcare 

professionals to provide better care and achieve better patient outcomes. Clinical 

implementation relies on a proper regulatory environment and appropriate training of 

healthcare professionals. Future trends highlight emerging technologies and discuss 

expectations for the next 10 years. 
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Machine learning (ML) is an application of AI that enables systems to learn from and 

understand data. Deep learning (DL), a part of ML, exploits complex model architectures 

for tasks such as computer vision and speech recognition. The literature suggests that 

DL offers the best prospective in terms of patient stratification and tailored therapies. 

However, none of the DL algorithms can readily anticipate future behavior. Instead, 

these algorithms excel at recognizing patterns and relationships within existing data, 

such as distinguishing imaging features or metabolic profiles associated with clinical 

classification or outcome prediction. 

8.2. Training Healthcare Professionals 

The wisdom of the crowd can solve more problems and produce better decisions and 

predictions than individual experts or even the best-performing prediction models. This 

wisdom reflects the diversity of participants, their independency during the prediction, 

and the decentralization of the collection processes. Healthcare is one of the fields that 

can benefit greatly from predictions generated with its large crowd of participants 

through an aggregation-based approach, and machine learning has been shown to be 

capable of performing this kind of predictions. 

The application of AI-based crowdsourcing models in personalized and precision 

medicine deserves investigation. The primary objective of this experimental study was 

to evaluate the latter’s accuracy and precision with the support of healthcare 

professionals who took part in an online diagnosis–therapy–indication physician practice 

support system (DPPS) during its implementation. The aim was to define the optimal 

crowd size for each decision tree (diagnosis, therapy, or indication) by analyzing the 

prediction quality and exploring the relationship between cumulative prediction errors 

in each decision and an increasing number of participants. Finally, the research looked 

ahead to other areas of the personalised and precision medicine implementation process 

that could benefit from prediction models generated through crowdsourcing. 

9. Future Trends in AI for Medicine 

Artificial intelligence is poised to become ever more present across medicine in the 

upcoming years, benefiting particularly—as one would expect—from the topical 

direction of personalized and precision medicine. These fields rely heavily on the 

integration of genomic data, patient stratification, and tailored therapies—all areas in 

which AI is able to greatly support patient care and clinicians' activities. Concerning 

patient stratification, future large-scale studies could take advantage of additional 

stratification approaches, such as the k-means clustering algorithm or deep learning with 

convolutional neural networks. In longitudinal patient monitoring, AI methods can aid 

the precision-medicine approach, facilitating stratification tasks and prognosis 

predictions based on patient data from different temporal points. 
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The regulatory framework will also rapidly expand and develop, including the 

integration of existing laws and new regulations specifically tailored to AI tools. This 

evolution is expected to regulate the safety and efficacy of AI algorithms, enabling their 

full translation from research to clinical practice. Furthermore, AI systems will require 

appropriate training in clinical use for all healthcare professionals interested in 

harnessing their full potential. As these technologies penetrate the market and enter 

routine healthcare settings, numerous exciting studies will explore different AI 

methodologies across a variety of diseases, making significant contributions to clinical 

practice in the next decade. 

9.1. Emerging Technologies 

The field of personalized and precision medicine is progressing rapidly, merging 

artificial intelligence with groundbreaking technologies such as CAR-T and CRISPR 

therapies to fulfill the promise of tailored medical care. The wealth of information held 

within the human genome is beginning to be harnessed through patient stratification 

methods that categorize individuals according to their genetic and immunological 

profiles. These stratification techniques support the targeted use of personalized 

therapies like CAR-T-cells and targeted drugs, which have proved especially effective 

for patients with few other treatment options. Innovations near market entry, including 

CAR-NK, CRISPR-Cas, and Shalek-cell therapies, are poised to revolutionize the 

treatment landscape for various conditions, both rare and common. 

Presented in detail are the integration of genomic data, patient stratification, and tailored 

therapies: 

· Genomic Data Integration. The availability of abundant biological data from new 

technologies offers patients and physicians important insights into disease predisposition 

and supports therapy decisions, ushering in a new era in healthcare often referred to as 

precision or personalized medicine. Recent efforts have leveraged the capabilities of 

artificial intelligence to incorporate such complex information into clinical decision-

making. The inherent heterogeneity and difficulty of biological data present challenging 

problems that remain largely unsolved. 

· Patient Stratification. Recent advances have paved the way for deploying machine 

learning classifiers to categorize patients with a certain disease into distinct subgroups. 

Patient stratification enables clinicians to identify why some patients respond positively 

to targeted therapies while others do not. Moreover, precise patient segmentation can 

inform physicians about patients' susceptibility to particular diseases and guide decisions 

regarding prevention or early treatment. 

Tailored Therapies. Patients' genomic profiles can also steer the development of 

personalized therapies, which are designed, manufactured, or optimized for specific 
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subgroups of patients. A recent systematic review classifies personalized therapies into 

three groups: monoclone antibodies, target-specific small molecules, and immune-cell 

therapies. 

9.2. Predictions for the Next Decade 

Healthcare is on the brink of an era dominated by artificial intelligence. Emerging 

technologies such as generative adversarial networks for biomarker generation or next-

generation sequencing technologies for an expanded meta-ome are beginning to reshape 

personalized and precision medicine. Quantum computing offers promising avenues for 

encrypted medical data sharing and patient-centric platform development. The 

convergence of AI technologies and the experiences gained during the COVID-19 

pandemic has underscored the pivotal role AI is set to play in future healthcare systems. 

Anticipated research in the next decade is poised to deliver solutions for highly 

personalized therapies, sophisticated patient stratification methodologies, and the 

integration of a diverse array of omics data, all steering the medical field toward holistic 

patient profiling. 

As systems medicine continues to evolve, data-linking methodologies will facilitate 

comprehensive assessments of future patients. The foundational principles discussed 

herein will underpin future AI developments in systems medicine and healthcare. These 

advancements will invariably carry profound ethical implications, necessitating the 

establishment of regulatory mechanisms to oversee the distribution, storage, and 

processing of sensitive patient data. Embedded AI technologies will become 

indispensable tools for healthcare professionals, requiring a thorough understanding of 

their development, training, and potential biases. Consequently, the application and 

implementation of AI technologies in medicine represent not only a research challenge 

but also an interdisciplinary education and policy-development endeavor. 

10. Conclusion 

The integration of genomic data into healthcare practice is a critical pillar of personalized 

and precision medicine. Artificial intelligence, encompassing machine learning and deep 

learning, will unlock the knowledge latent in these complex datasets and enable patient 

stratification. It will also provide the tools and methodologies necessary for the 

development of precision medicine, ultimately enabling the design of effective therapies 

tailored to individual patients or groups of patients. However, as AI permeates medical 

practice, it is imperative to confront ethical considerations related to privacy and data 

security, guard against bias in datasets to ensure fairness, and navigate the evolving 

regulatory landscape. The successful clinical implementation of AI technologies will 

also depend on comprehensive training programs for healthcare professionals. As such, 
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the future of medicine over the next decade is poised for transformation through 

emerging AI technologies that leverage genomic data for precision and personalization. 

Artificial intelligence constitutes a foundational enabler of personalized and precision 

medicine. By offering essential tools and techniques, AI facilitates the extraction of 

insights from complex datasets, thereby supporting patient stratification and the 

development of targeted therapies. An AI-infused medical practice must also address the 

imperative for continual regulation and consider the level of training required for 

healthcare professionals in the AI era. The discourse underscores the pivotal role of 

artificial intelligence—implemented through machine and deep learning—in 

capitalizing on genomic data to realize the vision of personalized and precision 

healthcare. Acknowledging these interdependencies highlights the comprehensive 

ecosystem necessary to harness AI's transformative potential in medicine. 
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1. Introduction to Nano safety 

The utilization of tunneling microscopy in the 1980s provided an initial overview of the 

properties of nanomaterials. In 1985, fullerenes were discovered and opened a new era 

of nanoparticles (NPs), followed by carbon nanotubes in the 1990s and a range of other 

materials with specific properties in the 2000s. Nano safety seeks to avoid damage to 

health or the environment from the use or manufacture of these materials, following a 

precautionary principle whenever possible. While risk assessment guidelines are already 

available, they often lead to case-by-case evaluations, highlighting the need for 

alternative methods. 

In vitro studies have highlighted the toxicological profile of various NPs, while in vivo 

studies have confirmed the specificity of uptake of Halloysite nanotubes by different 

parts of the immune system. These types of studies can be used to train predictive models 

by mining the vast amount of data available across thousands of papers and databases. 

Mining methods have led to the establishment of correlations between NPs properties 

and their effects on biological systems, but the current complexity of the problem calls 

for more advanced characterization techniques. Modeling the interactions between NPs 

and cells can help to untangle the decision-making rules and provide fine-grained models 

distinct from similarity-based clustering. 

Deep Science Publishing, 2025  
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2. Overview of Nanoparticles 

Nanoparticles are materials possessing one or more external dimensions in the length 

scale of approximately 1–100 nm, exhibiting size-dependent physical and chemical 

properties. They can enter the organism during human occupational activities and 

through their employment in consumer products, as well as being formed inside the 

organism through biological processes. Due to their small size and large surface relative 

to volume ratio, NPs represent a significant challenge for the organisms they interact 

with; as a result, different studies have focused on the uptake of materials at the 

nanoscale and on the activity of the immune system in response to NP penetration. Also, 

of great interest for nano safety considerations are the toxicological profiles of the 

different types of nanoparticles developed: it is important to understand the in vitro and 

in vivo toxicity of a drug in the design, manufacture, approval, and sale of a new drug, 

and this information is useful in the early stages of research. 

3. Biological Interactions of Nanoparticles 

Nanoparticles are generally taken up into cells via an energy-dependent process called 

endocytosis. However, even inactive cells can passively absorb nanoparticles. Olfactory 

cells are capable of transporting substances from the respiratory tract directly to the 

brain. Numerous blood cells are modified by nanoparticle exposure, as are almost all 

immune cell types [1-2]. Nanoparticles primarily trigger cells of the innate immune 

system. The effects observed range from immune activation to inflammatory processes, 

and, in the context of certain diseases such as asthma and rheumatoid arthritis, may result 

in immunosuppressive or inflammatory conditions to the point of autoimmunity. 

In vitro systems not only contribute to the elucidation of the biological mechanisms of 

nanoparticle action, particularly at the organ level, but they also provide insight into the 

overall toxic potential of nanoparticles [2-4]. Nonetheless, in vitro tests cannot replace 

the multiorgan and multifactor processes occurring within an organism during a toxic 

event, and thus in vivo studies remain indispensable for toxicity testing of engineered 

nanoparticles. 

3.1. Cellular Uptake Mechanisms 

Cells protect themselves by interacting with nanoparticles (NPs) in their biological 

environment. Various studies have shown that, upon entering the human body, the 

immune system reacts to these new foreign materials, activating a defense processes that 

depends on the NPs’ characteristics. It is therefore not surprising that the chemical and 

physical characteristics of the NPS strongly determine their mode of cellular uptake. 

Nanomaterials enter cells through more than one mechanism depending on 

concentration, size, shape, surface chemistry, charge, hydrophobicity, and cell line used. 

These factors are the main descriptors used in predictive models of interaction with cell 
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membranes [5-6]. Depending on their properties, NPs might enter the cells in different 

ways. Nevertheless, a comprehensive theory capable of fully explaining the 

internalization processes on the basis of just the physicochemical properties is still 

pending. Experimental and modeling studies suggest that the chemical and physical 

characteristics of NPs strongly determine their interaction with membranes, but the exact 

mechanisms depend on many factors. 

3.2. Immune Response to Nanoparticles 

Nanomaterials modulate the immune response Allergic diseases have become one of the 

most common chronic health problems in western countries, being therefore an 

important target for studies focused on human well-being, safety, and security. The 

influence of nanomaterials in the immune response is the key factor to understand their 

potential influence in allergy diseases [7,8]. The immune system reacts against 

essentially anything that is recognized as non-self in order to identify and eliminate it, 

maintaining the organisms integrity. 

The possible immunomodulatory effects of nanomaterials are therefore of increasing 

interest, due to their increasing use in daily life and the resulting human exposure. There 

is a significant lack of a systematic approach to identify nanoparticles immunotoxic 

potential. Based on the identification of nanomaterials affecting the expression of CD86 

in dendritic cells, the capacity of these nanomaterials to exacerbate allergic reactions 

was tested in an animal model. The effect of network size, size distribution, 

hydrophilicity, and surface charge on the blood compatibility of polyaniline and 

graphene oxide was investigated. A strategy combining computational prediction, 

nanomaterial synthesis, and validation experiments has been described to identify carbon 

nanostructures that could significantly stimulate the release of pro-inflammatory 

cytokines. The network between nanomaterial physicochemical properties and the 

immune responses induced was modeled and used to select new nanostructures. 

4. Toxicological Profiles of Nanoparticles 

Nanoparticle (NP) toxicity has been in the spotlight of Nano safety research since the 

unique properties of NPs may be associated with specific toxicity profiles. The 

investigation of these toxicological profiles focused first on determining the toxicity of 

NPs in vitro and in vivo. NPs are taken up by cells through endocytosis. After 

endocytosis, NPs can interfere with the endosome. Small NPs (< 5 nm) can even pass 

through the cell membrane without being taken up in an endocytic vesicle. NPs can also 

enter the nucleus through a nuclear pore. Modifications of the proteins in the immune 

system can also be a starting point for toxicity. The binding of NPs to receptors can lead 

to the induction of inflammation. 
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While the toxicological profile of a NP is most accurately investigated in vivo, the use 

of animal tests is limited by ethical concerns, and consequently the majority of toxicity 

tests are generally performed in vitro. Also, in vivo toxicity is time-consuming and 

expensive. Thus, the toxicological data for the large variety of NPs are dispersed and 

incomplete. 

4.1. In vitro Toxicity Assessments 

The rapid development of novel nanoparticle (NP) entities and their incorporation in 

innovative products underscore the importance of understanding potential adverse 

effects on human health and the environment [9-12]. The enhanced toxicity of NPs 

relative to bulk materials has been well documented, and numerous in vitro studies have 

examined different NPs. In vitro toxicity assessments are typically associated with NP–

cell interactions, uptake, and oxidative stress. The biological interactions of NPs thus 

constitute a useful starting point for the predictive evaluation of in vitro toxicity. 

Estimates of NP toxicity can be derived by modelling aspects of their biological 

interactions, including cellular uptake, inflammatory response, and oxidative stress. 

Detailed mechanisms of the oxidative stress response have been investigated, albeit their 

inherent complexity hampers accurate prediction. Several studies have analyzed the 

inflammatory response elicited by NPs. The release of pro-inflammatory cytokines is 

the Body’s early immune response, which controls later biological defense processes, 

such as ROS release and oxidative stress. NPs can therefore be categorized as weak, 

moderate, or strong pro-inflammatory agents. Determination of the inflammatory 

response thus plays an important role in toxicological assessments. 

4.2. In vivo Toxicity Studies 

The in vivo toxic effects of nanoparticles (NPs) are examined through diverse 

experimental procedures. Exposure route, dose, duration, and animal species are critical 

factors. 

Intravenous injection of NPs into the tail vein of Black 6 mice caused formation of 

granulomas in the liver. Other changes included increased mononuclear cells undergoing 

active mitosis and increased tissue repair demonstrated by acid phosphatase staining. 

Despite these effects, the tissue damage was reversible. Histopathological analyses 

performed at varying doses of silica NPs revealed defects in lungs. Pulmonary 

inflammation was correlated with silica NPs concentration [7,13-15]. 

Injection of single-wall carbon nanotubes into the abdominal cavity of rats led to 

numerous inflammatory processes. Degeneration of the myocardium was noted in 

Wistar rats exposed to an aerosol of alumina NPs. Low concentrations of a Nano-N-TiO₂ 

have an adverse effect on the cardiovascular system of rats. Electron microscopy 
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investigations revealed degeneration of liver cells and intracellular organelles of Wistar 

rats exposed to NPs of zinc oxide. 

5. AI and Machine Learning in Toxicology 

Artificial intelligence (AI) covers several techniques that utilize computer algorithms for 

data mining and prediction. AI uses previously accumulated information to create an 

underlying structure and find hidden patterns within the data. Machine learning, 

considered a branch of AI, follows a data-driven approach and grows continuously with 

experience. Models created by applying machine learning techniques can find a 

relationship between data attributes and the desired outcome. AI methods have proved 

their worth in toxicology related to chemical hazards [9,16-18]. 

Modeling studies on nanoparticle-biological interactions and toxicity profile are crucial 

for nanoparticles. The potential applications of AI techniques and some case examples 

regarding nanoparticle toxicity prediction are presented here. AI algorithms can be 

applied to large groups of toxicological data of nanoparticles to unveil hidden links, 

thereby achieving enhanced predictions. 

5.1. Data Mining and Analysis 

Nano safety is a branch of applied toxicology focused on understanding how engineered 

nanomaterials can be harmful to humans and the environment. Its relevance emerges 

from the vast range of potential applications of nanoparticles, and the environmental and 

public health questions involved in the manufacturing, use, and disposal of nanodevices. 

Given the complex interactions between organs and organelles, the immune system, and 

cytokines, determining the immunotoxicity profiles of nanoparticles is crucial. 

However, in vitro and in vivo studies on nanoparticle toxicity, as well as those related to 

biocompatibility, merely yield empirical insight into the biological interactions 

associated with predicted toxicological or therapeutic profiles [2,19-20]. Wang provide 

a comprehensive overview of the techniques applied to the detection, characterization, 

and prediction of nanoparticle toxicity, including the role of Big Data and Artificial 

Intelligence techniques in managing and mitigating the risks posed by nanoparticles. 

Modeling the toxicity of nanoparticles in biological and immunological contexts 

necessitates a thorough understanding of their interactions with cells and organelles. In 

this domain, Toxic informatics, a subset of Bioinformatics, proposes the use of Data 

Mining techniques to extract useful information from biological data and assist the 

development of predictive Toxicology models. 

5.2. Predictive Modeling Techniques 

Urban development is an extremely complex process, and as such, it must be viewed 

either from a dynamic integrative perspective or from system oriented approaches, for 
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its proper understanding. Both, complexity and uncertainty, inherent to the dynamic and 

spatial characteristics of urban development are considered in the models proposed by 

Couclelis. A modeling framework consists of the CA component and the transition rules 

that regulate the temporal dynamics of the system. However, despite the large number 

of CA models proposed and their several identified advantages, the selection procedure, 

the formulation and the assessment of the transition rules still remain a heuristic process. 

In order to overcome these limitations, some studies have used neural networks, fuzzy 

logic and support vector machines (SVM) to model the transition rules. Although the 

application of Machine Learning techniques as mechanisms for capturing the transition 

rules of the CA model presents several advantages, a major drawback is the fact that a 

training data set is required [9,21-23]. This constrains the development of a model, as 

some sophisticated techniques need large amounts of training instances to adequately 

perform. Moreover, if the spatial and temporal representation of the historical data is 

poor, it will lead to low model predictive ability. However, despite these limitations, 

using neural networks at the core of a CA model for simulating urban dynamics does not 

eliminate the necessity of involving comprehensive databases and employing rigorous 

analysis procedures. 

6. Modeling Nanoparticle-Biological Interactions 

The interactions of nanoparticles with the biological environment—biological 

molecules, cells, organs, and the immune system—directly govern the toxic profile and 

activity of the nanomaterial. Nanoparticle uptake by cells, macrophage activation, and 

the immunological effects of nanoparticles have been extensively studied through in 

vitro biological systems and also in vivo animal models. However, understanding the 

underlying mechanisms of interactions between nanoparticles and cells requires 

elaborate experimentation, which is time- and cost-intensive. Unlike small molecules, 

nanoparticles are not well suited for classical structure–activity relationship evaluation 

due to their complex three-dimensional chemical structure, size, shape, and variable 

properties. Factors governing the cytotoxicity, immunotoxicity, and other toxicological 

profiles are complex, making prediction difficult. Artificial intelligence techniques, 

especially data mining methods, are capable of extracting valuable information, making 

toxicological predictions, and discerning hidden patterns within large toxicological data 

sets. 

Artificial intelligence methods—especially data mining—are used to assess various 

toxicity parameters of nanoparticles. In recent years, machine learning techniques have 

also been utilized to model the interactions between nanoparticles and the biological 

milieu. Risk assessment strategies, based on regulations from entities such as the 

European Medical Agency and the European Food Safety Authority, and toxicological 

evaluation protocols provided by organizations like the Organization for Economic Co-
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operation and Development, are being used to assess the biological activity and 

toxicological profiles of nanoparticles [24-26]. These strategies are invaluable in 

elucidating the complex interactions between nanoparticles and biological systems. 

Complementary in vitro and in vivo experimental data, when combined with results from 

machine learning models, are invaluable in deepening the understanding of 

nanoparticle–biological interactions. 

6.1. Computational Approaches 

The severe acute respiratory syndrome coronavirus (SARS-CoV-2) outbreak that 

commenced in 2019 prompted an extraordinary research response, culminating in an 

abundance of scientific documents, datasets, and experimental outputs. The volume, 

scale, and diversity of information compiled in this period of intensive efforts have 

created prospective investigations that rely on advanced computational methods. Data 

mining finds patterns in datasets, discerning hidden associations, detecting clusters, 

categorizing entries, and predicting outcomes [8,27-30]. On the other hand, modeling 

aims to ascertain associations between features and target properties to forecast new 

instances. The prediction of the ability of nanoparticles to bind with the coronavirus is, 

therefore, an area within the broader scope of data mining, emphasizing prediction 

through the use of models. 

Nanoparticles exhibit distinctive physical and chemical properties compared to their 

bulk counterparts, largely as a consequence of the size-dependency of intermolecular 

interactions. Consequently, the surface-to-mass ratio of nanoparticles greatly exceeds 

that of bulk materials of the same composition but larger dimensions. Nanoparticles 

display distinct biological profiles when compared with their bulk counterparts. The 

biological uptake of nanoparticles is a complex phenomenon. The routes and mech 

6.2. Simulation of Biological Responses 

Computational modeling of biological responses to nanoparticles (NPs) enables fast 

prediction of immunological and toxicological effects. NPs may interact with 

nonphagocytic cells, causing membrane damage, followed by oxidative stress, 

endoplasmic reticulum stress, DNA damage, and necrosis or apoptosis. Modeling NP–

cell interactions has targeted both binding and penetration mechanisms [9,31-33]. The 

stimulated innate immune response due to NP–macrophage interaction is also evaluated, 

since repeated exposure to NPs induces inflammation. Prediction of in vitro toxicity of 

cationic polyamidoamine dendrimers is considered a case study. 

The complexity of biological systems is significantly increased by the presence of NPs 

that undergo binding, corona formation, and penetration through one or more lipid 

bilayers, thereby reaching and possibly damaging several organelles and/or molecules. 

The observed stimulation of immune cells leads to inflammatory reactions. With the 

growing number and diversity of combinations of NPs and biological systems, the 
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capacity of in vitro toxicity assays—and their subsequent in vivo confirmation—to 

deliver clear-cut information is being overwhelmed. 

7. Risk Assessment Frameworks 

Risk assessment is a process used to measure the potential adverse effects on human 

health and the environment due to exposure to substances. When materials are capable 

of provoking adverse effects, they are considered hazardous. If no exposure occurs, the 

risk is zero, even for highly hazardous materials. Given their unusual properties and 

growing production, there have been increasing concerns about the release of 

nanoparticles into the environment at any stage of their life cycle—manufacturing, use, 

recycling, or disposal—and the potential impact of such exposure on the environment 

and human health; hence, the need for carefully assessing their risk. Exposure depends 

on the released concentration, which in turn depends on production volumes, the 

processes involved in handling the material, and the nature and fate of the released 

nanoparticles in the environment. This aspect is often overlooked because release 

estimation is less straightforward than the hazard evaluation, which does not imply a 

lack of interest [34-35]. 

Consistent with these two aspects, three pertinent guidelines for human health risk 

assessment have recently emerged for Nano wastes SKIN—Safety Kit for Nano wastes 

developed within the EU Seventh Framework Programme—and the Framework for 

Intrinsic Properties used within the Environment Protection-Agency framework. Their 

release hazard rating guides, based on the intrinsic properties of the nanomaterial, are 

summarized in Table 3. Given the peculiar behavior of nanomaterials in the ecosystem, 

their evaluation requires a slightly different approach. Combining hazard and release 

potential determines the sources most likely to release the greatest amounts of 

nanomaterials over a particular time period, and the clusters/scenarios allocated a risk 

rating with the heading Environmental Release Category Number (ERC#) in Table 3. In 

recent decades, artificial intelligence (AI), especially machine learning (ML), has gained 

significant attention in Nano safety studies. 

7.1. Regulatory Guidelines 

As outlined by the US National Nanotechnology Initiative, Nano safety encompasses 

activities that minimize the risk of nanoscale-material-related damage to health and the 

environment. Similar definitions appear within European recommendations and 

guidelines for risk assessment and risk management." Although AI can process data in 

diverse ways and support various Nano safety activities, the principal concern in risk 

assessment is the prediction of toxicology-related parameters. It follows that techniques 

capable of forecasting the toxicological profile of nanoparticles can provide useful 

decision support for regulators." However, the peculiarities of toxicological data drawn 
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from nanoparticles require specialized treatment that often renders general AI 

applications ineffective. Consequently, when presenting AI techniques that support 

toxicological evaluation, a detailed focus on models designed for nanoparticle-biological 

interactions is appropriate. 

Numerous studies have investigated the interactions between nanoparticles and 

biological systems. Computational approaches have replicated quantum-level 

interactions, simulated physiological barriers, modeled the uptake mechanisms of 

nanoparticles by macrophages, elucidated nanoparticle–virus binding processes, and 

employed algorithmic methods to study interactions with innate immune cells. 

Toxicological assessments synthesizing in vitro studies have examined various 

endpoints, including genotoxicity, immunotoxicity, cytotoxicity, inflammatory 

response, oxidative stress, and allergic reactions. In vivo analyses have classified 

immune responses as either immune activation or immune suppression. Data-mining 

techniques have delved into relationships between nanoparticle characteristics and 

biological responses or interactions; methods suitable for forecasting the biological 

responses elicited by nanoparticles have also been developed. 

7.2. Safety Evaluation Protocols 

The need for a clear framework of evaluation supported by well-prepared exposure and 

safety guidelines is absolutely imperative. For example, the OECD representative list of 

manufactured nanomaterials includes Ag, TiO_2, SiO_2, ZnO, fullerenes, CNTs, Nano 

clays, and quantum dots. Furthermore, both the Food and Drug Administration (FDA) 

and the European Food Safety Authority (EFSA) promote toxicological studies in 

biological samples. The models recommended for such studies include both in vivo and 

in vitro systems. For in vivo studies, rats and mice are the most used species, while 

human and mouse cell lines are recommended for in vitro methods. Regarding the 

toxicity tests, in vitro acute cytotoxicity and immunotoxicity are highly recommended, 

and, depending on the application, further analyses can be performed. 

The potential toxic effects of different NPs can be evaluated using both in vivo and in 

vitro assays, and the results therefore can be correlated with the previously discussed NP 

properties to assess a structure–activity relationship (SAR) predicting toxicity. One 

possible approach is inspired by the design of drug candidates in pharmaceutical 

research. One in first step identifies potential physical–chemical features of the agent 

involved in the activity, and in a final drug candidate design step, the physicochemical 

features of the agent involved in the toxicity (absorption, distribution, metabolism, and 

excretion) also are taken into consideration. Thus, the toxicity of NPs can be predicted 

by applying machine-learning or data-mining methods. These techniques can be used to 

extract the properties responsible for NP toxicity by searching through large NP data 

sets. 
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8. Case Studies of AI Applications in Nanosafety 

The fact that no consensus has emerged on the NP properties that govern their 

nanotoxicity severely limits the development of NP-specific rules and generalizations. 

Even the definition of rules, which is a mainstay of artificial intelligence methods in 

nanosafety assessment, has come under threat. Complex bio–nano-interactions and the 

availability of robust and large datasets are important conditions for the application of 

data mining and machine-learning techniques. These conditions are not yet fully met, 

which explains why the current AI-nanosafety literature remains quite traditional. A 

validation of the rules defined by AI techniques, however, is found in an area that 

appears to be quite artificial and only marginally connected to nanosafety, since it studies 

NP–biological interactions by fitting or modeling the forces between NP and 

biomolecules. Yet, it is precisely the NP primary interactions with the biological system 

that define the toxicity profile. 

Such computational modeling of NP–biological systems is usually performed by 

multimedia modeling and by transport or respiration correlation. Although these 

approaches help understand NP behavior in biological media, they cannot predict the 

toxicity profile of NPs. For this purpose, molecular docking and molecular dynamics 

simulations are quite useful, but only if the receptors involved in the NP–receptor 

interactions are evident. Identifying these receptors remains a great challenge in 

nanosafety research. 

8.1. Success Stories 

AI and machine learning (ML) have strong potential for improving the efficiency and 

quality of nanosafety studies. The rapid pace of recent AI development encourages 

research into the possible development of risk assessment tools not only for the toxic 

properties of environmental nanoparticles, but also for the toxicity of drug carriers 

employed in cancer or infectious disease therapies. The massive availability of 

nanoparticle toxicology papers encourages the application of data mining techniques to 

derive new knowledge from assembled clusters of in vitro and in vivo experiments. 

Pattern recognition and dimensionality reduction techniques extract relevant physical 

and chemical nanoparticle features contributing to toxicity. The complexity of 

nanoparticle interactions can also be simulated at the atomistic level. 

Modeling the interactions of nanoparticles with biological systems provides mechanistic 

insight, valuable information that is indispensable for realistic prediction of different 

responses of various environmental and biological molecules to the presence of 

nanoparticles. Toxicity phenotypes currently cannot be predicted by physical models, 

but the accumulation of experimental data opens the way to ML-based identification of 

the relationship between nanoparticle toxicity and the variety of physical and chemical 
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features that influence it. Building on these premises, this contribution is focused on the 

modeling of nanoparticle-biological interactions and nanoparticle toxicity profiles. 

8.2. Challenges Faced 

Nanoparticles can be taken up by different cell types, including antigen-presenting cells 

of the immune system. Despite their recognition by scavenger receptors of specialized 

cells, macrophages exhibit a low phagocytic activity with respect to some specific 

particles. In response, the immune system mounts both innate and acquired immune 

responses, with proinflammatory or immunomodulatory effects. Various parameters—

such as shape, size, electrostatic charge, and surface chemistry—can modulate the oxide 

nanoparticle–immune system interface. Studies report that nanoparticles can induce a 

wide spectrum of immune effects in vivo, including pulmonary inflammation, systemic 

and local immune suppression, exacerbation of asthma, and impairment of the host 

response to bacterial infection. 

Modeling nanoparticle–cell interactions represents an expanding field with the potential 

to provide better understanding and prediction of associated toxicological profiles. The 

increasing number of studies devoted to the investigation of toxicity induced by different 

nanoparticles in both in vitro and in vivo experimental settings is generating large 

resource databases. However, organization and mining of these data still represent an 

important challenge. The extensive development of machine learning techniques and the 

implementation of reliable forecasting models for the toxicity of nanoparticles—as a 

function of their physicochemical properties and administration routes—open new 

perspectives for improving risk assessment and safety evaluation. 

9. Ethical Considerations in Nano safety Research 

The main concern of nano safety is ensuring the safety of nanoparticles on humans and 

the environment. Studies of nanoparticles’ uptake by living organisms, the involved 

immune response, and the assessment of the toxicological profile of nanoparticles are 

essential. The wide range of physical-chemical properties and the numerous consequent 

biological interactions make the toxicological profile different for every nanomaterial. 

The assays currently performed for the evaluation of the toxicological profile include 

both in vitro and in vivo approaches; nevertheless, the amount of experimental data is 

limited by the often-long timeline of these tests. 

Artificial intelligence (AI) techniques enable the mining of experimental data and their 

exploitation in predictive models of nanoparticle–biological interactions, representing a 

promising approach for the evaluation of nano safety standards. Considerable interest 

has been devoted to the application of AI techniques for the analysis of nanoparticle–

biological interactions as well as for the definition of general models of toxicological 

profiles. These AI applications are considered in detail in a dedicated section. The 
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nanosafety field, in a larger context, necessitates also an overview of risk frameworks 

and case studies of AI applications. 

9.1. Ethical AI Use 

Modeling nanoparticle-biological interactions and toxicological profiles is a key area in 

nanosafety. Public trust in technology is a major challenge, raised perhaps to an even 

higher level in nanosafety research because of the perceived threat to health and 

environment. Both responsible research and innovation (RRI) and transdisciplinary can 

be seen as necessary steps towards nanosafety, as they expose the role of society in 

affecting how and why research is organized and performed. The fear of technology may 

originate in a sense of losing control—either because the technology is supremely 

effective in unforeseen ways or because it opens up new paths for manipulation and 

surveillance of human subjects—and conceivably as a loss of nature itself, through 

artificiality. 

Risk analysis determines criteria for a proper use of technology, but it neither renders 

the application of the technology acceptable nor stops it. It is interesting to note that risk 

analysis is something that the public asks for, but also something that the public does 

not want to take seriously, because it labels a development as fine so long as it fits the 

parameters, but once these parameters are broken, all use of the technology must be 

stopped. Responsible research and innovation rise above risk analysis, because it takes 

into consideration the fact that humans do not always behave as rational animals. 

The establishment of morally appropriate norms of conduct cannot be performed by 

techno-sciences alone. Transdisciplinary opens up for society’s influence on research, 

and that can be formalized in the decision-oriented model of knowledge production, 

which divides the research process in technological, epistemological, and practical 

phases. When the latter two, including the elimination of unintended consequences, are 

sufficiently considered during the research process, a sense of trust in society is created. 

In their review of emerging technologies, Richter and Norgaard conclude that the 

transdisciplinary approach encompasses all dimensions of RRI, allowing for an 

examination of social impacts on science and of science on society. In addition, 

Raimbault proposes allocating ethics to a separate tier in research, at the same degree as 

technology and epistemology. 

9.2. Public Perception and Trust 

Public perception may be regarded as a significant component of ethical research, on 

which the ongoing interest in analysis within the scientific community is based. 

At present, the level of knowledge possessed by various groups of the general public in 

the field of applications of nanotechnology and artificial intelligence methods plays an 

important role. Lack of knowledge about AI risks and fears concerning possible impacts 
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on society in some groups of the general public results in lower levels of trust toward 

these methods, their commercial applications, and use in medical diagnosis or treatment. 

The ethical aspect of risk assessment is reflected primarily in these areas, which apply 

to the protection of human health. Notwithstanding the above, public trust is an 

important area of research also in the context of ecology. By remembering the ethical 

aspect of making AI more reliable, more durable, more efficient, and more ecologically 

friendly, the AI methods become the answer to questions of general concern. 

10. Future Directions in Nano safety Research 

The recent literature demonstrates that successful applications of AI methods in nano 

safety depend not only on the availability of large and high-quality datasets but also on 

proper selection of AI methods for individual use cases. Recommendations for future 

research in nano safety therefore propose an interdisciplinary approach that combines 

domain-specific knowledge about the nanoparticle-biological interactions with data-

scientific methods for data mining, toxicity prediction and classification of 

nanoparticles. 

These concerns have motivated efforts devoted to modeling of biological interactions of 

nanoparticles, with working hypotheses that go beyond a purely statistical description of 

the toxicological profiles. Despite the considerable number of experimental reports in 

the literature, knowledge remains limited about molecular-level mechanisms involved 

in the cell and tissue uptake. The complex response of the human immune system to the 

presence of nanoparticles in a large variety of biological environments has inspired the 

use of several complementary computational modeling approaches, which combine 

molecular-level descriptors with machine-learning techniques. The predictive models 

that result shed considerable light on the toxicity of nanoparticles. 

10.1. Emerging Technologies 

Nanoparticles (NPs) have found their way from scientific research into numerous 

applications in daily life and commercial products. As the number of inevitable 

consumer products using NPs continues to increase, debate around their potential risks 

to health and environment is unavoidable. Nanotoxicology thus deals with the hazard 

assessment of engineered nanostructures for living organisms in terms of environmental 

pollution, working place safety, and human health, yet the awareness of ecotoxicity and 

environmental impacts is still limited, and many more exposure scenarios have to be 

evaluated. 

The complexity and resource requirements of exhaustive toxicity testing make it unlikely 

that experimental methods alone will suffice. Data mining methods are therefore applied 

to identify important features of associated biological systems, and to predict toxicity in 

new, untested biological configurations. Various categories of NPs can be sorted by 
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several physicochemical properties. Toxicity study of NPs is useful in determining the 

toxicity of particles for human health. It is generally classified into two classes: one is 

cellular or in vitro toxicity, and another is intracellular or in vivo toxicity. Uptake and 

immune system reaction against NPs are discussed in relation to the successive sections 

on their toxicological profiles. The toxicity of NPs arises as a combined effect of their 

physicochemical properties; understanding their individual behaviors aids in the 

prediction of causing toxic effects. Modeling studies of these biological interactions can 

then be constructed using a variety of techniques, among them a range of artificial 

intelligence methods. Modeling plays a crucial role in understanding, analyzing, and 

predicting NP behavior in biological systems. 

10.2. Collaborative Research Initiatives 

The development and implementation of safe nanomaterials is of utmost importance, 

given their ever-increasing production and use in consumer products. Nano safety is a 

multidisciplinary field that provides guidelines in the safe production, handling, and 

disposal of nanomaterials to protect both human health and the environment. It has been 

established that the first two stages in evaluating nanomaterial safety are the elucidation 

of nanoparticle uptake and immune response and the creation of detailed toxicological 

profiles. 

A wide range of nanoparticles composed of distinct materials exist, as do many methods 

to assess toxicological effects in vitro or in vivo. The diverse toxicology-related 

information accumulated in the scientific literature now lends itself to data-mining 

techniques. Categorizing nanoparticle-biological interaction data and correlations 

between toxicity and physicochemical properties enables the construction of artificial 

intelligence–based models, which can thus be exploited to predict biological effects. 

11. Conclusion 

Nano safety research aims to develop safer-by-design nanomaterials that minimize risks 

to human health and the environment. To realize this goal, regulatory agencies and 

industry often seek alternatives to traditional in vivo toxicological testing. Regulators 

require guidelines to evaluate nanoparticles used in consumer and industrial products as 

well as occupational settings. In vitro models are commonly used for initial toxicity 

screening, followed by confirmatory in vivo tests, which remain critical for the 

registration and approval process. Machine learning methods are being employed 

increasingly to mine data generated by these studies and predict the responses of new 

nanoparticles. Artificial intelligence is particularly important for modeling nanoparticle–

biological interactions and nanoparticles’ toxicity profiles. 

Nanoparticles constitute a specific group of particulate matters; whose physicochemical 

properties vary widely based on their sources and production methods. Their size, shape, 
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and surface area enable them to penetrate biological membranes and reach the 

organism's interior. Moreover, the small size, large surface area, surface reactivity, 

surface morphology, and surface charge of nanoparticles may lead to immune cell 

dysfunction, causing either immune stimulation or suppression. These properties render 

certain nanoparticles hazardous when inhaled, ingested, or injected. While many studies 

related to nanoparticle toxicity are conducted in vitro, the in vitro toxicity database of 

nanoparticles is relatively limited considering their wide applications. Furthermore, the 

existing database has not been sufficiently explored to extract relationships between 

physicochemical properties and toxicity profiles. The application of artificial 

intelligence will contribute to more effective analysis of these toxicological databases. 
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1. Introduction to AI in Pharmacy 

Artificial intelligence (AI) is defined as the development of computer software that 

accomplishes tasks once requiring human intelligence. The consideration of AI in 

pharmacy follows the designation of AI-related tasks in both pharmacy operations and 

medication management as priority areas for AI integration according to the American 

Pharmacy Association. Prior studies have demonstrated the significant roles that 

chatbots can fulfill within pharmacy practice; the indisputable conveniences offered by 

virtual assistants; and the enhancement of clinical decision-making through the 

application of AI decision support systems. 

Chatbots in Pharmacy Practice Chatbot programs include built-in features that help 

businesses respond to high volumes of customer messages with personalized and natural 

language responses. Several prior studies have underscored how chatbots can 

significantly support community pharmacy practice. Particularly in regions such as the 

United Kingdom, the escalating demand for medication-related treatments challenges 

pharmacists’ capacity to adequately address the needs of their communities. Chatbots 

can automate information delivery and efficiently address common medical inquiries, 

enabling pharmacists to allocate more time to managing abrupt health concerns and 

counseling patients on prescribed medications. These intelligent virtual systems operate 

on dialogue platforms, responding to patient queries using preloaded information stored 

within chat databases. 
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2. Overview of Pharmacy Practice 

Pharmacy practice involves the professional service that links the patient with the use of 

drugs. Pharmacists in community, hospital, and primary health care settings must ensure 

the appropriate use of medicine, including the supply, supervision, distribution, 

manufacture, and control of quality. By providing drug information regarding the 

indications, dosage, regime, and availability, they engage in efficient medicine 

management, applicable to both human and animal health. Pharmacy services provide 

health care beneficiaries with medicines and essential information about the use of 

medicine. 

Along with the supply of medicines in appropriate quality, the administration of the 

medication is equally important for the efficient patient treatment management. Through 

adverse drug reaction (ADR) detection and other practices, pharmacists can contact 

patients to know how they are benefiting from medications. They can enquire if any 

patient is undergoing hardship in buying medicines, which provides an opportunity to 

offer governmental help and assistance. During this period, appropriate information 

about medicine use and management may be communicated. These services facilitate 

supportive pharmacy development and help other professionals, such as dispensing 

doctors and pharmacists, alongside patients. 

3. The Role of AI in Healthcare 

The development of artificial intelligence (AI) has improved all sectors of human 

endeavour, and healthcare is no exception [1-2]. The application of AI in healthcare is 

ever increasing, with its potential benefits outweighing many challenges. AI helps 

practitioners to deliver diagnosis of a patient, reduce mortality rate, and reduce burden 

of workload and cost involved in treatment of a patient. It is also implemented in drug 

discovery, dispensing, and monitoring patients in a variety of ways [3-5]. Applications 

developed using AI include chatbots for providing patient assistance and consultation, 

smart speaker–enabled virtual assistants for medication management, dispensing and 

monitoring, and AI-based clinical decision support system for checking medication 

order appropriateness [6-8]. However, important aspects such as patient privacy and 

breach, AI bias, AI fairness, lack of regulations, and training of pharmacy professionals 

still require attention. 

4. Chatbots in Pharmacy Practice 

Chatbots are artificial intelligence programs that emulate conversations with users. 

Pharmacy chatbots simulate the tasks a patient might do with a pharmacist, including 

drug fact sheets and educational information. As chatbots become more human, their 

users become more comfortable asking questions and learning. When AI chatbots are 
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fully implemented, patients might be able to schedule appointments and even make 

payments. Chatbot integration into a pharmacy or healthcare system would cause a 

significant shift in the industry. 

Chatbots are the latest technological advancement. However, questions arise about 

whether they improve patient outcomes or pose unnecessary risks. Some patients may 

develop an unhealthy relationship with their AI healthcare provider. Chatbot responses 

are generated from large amounts of data and machine learning, making the source and 

accuracy of information unclear [7,9-10]. The lack of professional judgment and clinical 

experience can lead to oversights or misinterpretation. Furthermore, chatbot training 

data might incorporate racial or gender biases, resulting in potentially unfair or 

dangerous answers. 

4.1. Functionality of Chatbots 

Chatbots, a category of AI-based conversational agents, employ machine learning 

algorithms and natural language processing (NLP) to offer services such as answering 

health- and medication-related inquiries as well as presenting medication information. 

These chatbots are often integrated with predictive analytics capabilities to anticipate 

and identify conditions in patients that require medical attention, supporting proactive 

health management. Moreover, the personalisation of a chatbot’s output through the use 

of a patient’s clinical information represents a potential technique for delivering realistic 

and specific information in response to the patient’s questions or conditions. These 

attributes contribute to the development of pharmacy chatbot virtual assistants, whose 

roles could extend to medication therapy management (MTM) and supporting patients 

with the use of medication. 

The potential impact of a pharmacy chatbot virtual assistant on pharmacy practice has 

yet to be explored. Nevertheless, ongoing innovations in platform integration, usability, 

and interaction design continue to enhance the capabilities and usefulness of chatbots. 

As patient demand for accessible, understandable, consumer-friendly, and anonymous 

information and advice grows, the chatbot must, of course, provide advice of a quality 

equal to or better than that from Conventional Pharmacy Services [1,11-14]. The 

increasing complexity of advice provision with the steady increase in options of 

medications, non-prescription products, diet and lifestyle suggestions, and versions of 

choices that practice staff need to be aware of also adds to the complexity that needs to 

be supported. 

4.2. Case Studies of Chatbot Implementation 

Chatbots are widely regarded as the easiest form of artificial intelligence to deploy, with 

the healthcare sector already demonstrating the utility of messaging systems for patient 

interaction. Chatbots link professional knowledge systems with patients and assist in 

patient engagement, mainly through convenient texting. Although reported examples 
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illustrate the benefits of AI-powered chatbots and virtual assistants in pharmacy practice, 

such support is not yet widely implemented. An investigation into the potential benefits 

and limitations of implementing a Voxiva AI-assisted virtual assistant showed great 

interest and demand for such a system among patients and pharmacy professionals 

[13,15-17]. 

Pharmacists provide a wide range of outpatient services that involve interactive texting; 

thus, substantial cumulative time can be saved through automation. Automated text-

based interactions significantly reduce the time and effort required by pharmacy 

assistants, enabling the reallocation of time to other tasks. Automated reminder systems 

enhance the prescription collection rate and decrease the quantity of uncollected 

medicines, thereby improving pharmacy and departmental income [18-20]. Content 

analysis of the interviews revealed seventeen themes, and participants emphasized the 

importance of maintaining a human connection during the delivery of support and 

advice. Some professionals suggested that the chatbot should include broader support 

and allow a degree of personalization, enabling patients to access support precisely when 

and how they desire it. 

4.3. Benefits and Limitations of Chatbots 

Chatbots demonstrate early promise in addressing patient questions and enabling 

medication management. Preliminary implementations gauge potential benefits and 

elucidate inherent limitations. By augmenting pharmacy services, chatbots create new 

healthcare delivery avenues, such as patient education and medication use monitoring. 

Continuous development fosters conversational agents that interact with and engage 

patients, guiding medication use and enhancing adherence. 

Nevertheless, chatbots should not supplant clinical judgment or patient–pharmacist 

interactions. They may raise significant privacy and fairness concerns. Computerized 

applications that emulate human dialogue risk generating misleading or harmful 

responses. Consequently, designing and implementing chatbots requires careful risk 

assessment, considering the volume and nature of information obtained, particularly 

when interfacing with electronic health records or health-plan claims data. 

5. Virtual Assistants in Medication Management 

Virtual assistants (VAs) are another AI-powered technology that can support patients in 

managing their medications. A VA is a computer program capable of interacting with 

users through voice or text messages. Unlike chatbots that provide information or 

guidance, VAs perform tasks in response to user requests. Researcher developed an 

Alexa VA to assist Alzheimer’s disease (AD) patients and their caregivers in medication 

management tasks, including listing medications, adding or removing and updating 

doses, and setting reminder alerts. 
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Implemented in Amazon AWS Lambda using Node.js, the VA was evaluated with both 

a benchmark dataset and five investigational participants who rated its performance, 

including accuracy and speed, on a five-point Likert scale. The VA was associated with 

a GPS-enabling feature to flag medication non-adherence when patients are located 

outside their predefined geofence. While findings support the feasibility and utility of 

Amazon Alexa for medication management, the authors acknowledge limitations and 

propose recommendations related to personalization, user empowerment, and improved 

graphical user interface design. 

5.1. Capabilities of Virtual Assistants 

Virtual assistants perform specific tasks or services using voice commands, voice 

searches, and natural language conversations. They rapidly answer questions, because 

they run on bots created with NLP technologies. In pharmacy practice, processing and 

understanding natural language is a key requirement for effectively interacting with 

prospective patients and consumers. Virtual assistants differ from chatbots in that they 

integrate with other products—such as calendars, messengers, shopping lists, and 

smartphones—to provide a deeply personalized experience.46 Watson Assistant for 

Voice Interaction (IBM) is available for pharmacy–patient interaction, focusing on 

analysis of voice inputs instead of text conversations [19,21-22]. 

Beyond traditional applications, such as ensuring medication adherence or answering 

medication-related queries, Watson Assistant for Voice Interaction possesses the ability 

to interface hospital pharmaceutical information systems and can be accessed directly 

by hospital-end users. Through capabilities that include medication adherence, 

medication knowledge query, medication reminder, and pharmacist consultation, it 

supports user engagement and helps address the increasing gap between medical 

professionals and patients. Its integration with hospital information systems consolidates 

pharmacy–patient interactions, enhances information accessibility and accuracy, and 

enables patients to promptly reach healthcare professionals when needed. The overall 

impact effectively improves user experience and provides convenience. 

5.2. Integration with Pharmacy Systems 

Integrating virtual assistants within broad pharmacy service offerings remains an open 

issue. Examples of implementation at the Thai University of Phayao Pharmacy 

Department highlight encountered challenges. 

Beyond patient interaction, pharmacy systems address other needs. Decision support 

systems guided by AIŃNLP methods facilitate early detection and prevention of adverse 

effects. They also identify possible drug interactions and address patient-specific 

requirements. Randhawa developed PharAssistant, an AI-based Pharmacy Clinical 

Decision Support System designed to recommend appropriate drug combinations. It 

structures pharmacy data and employs an advanced classification algorithm for disease 
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prediction. It infers drug compatibility for co-prescription within identified indications 

and arranges prescribed drugs hierarchically for physicians' review. Zhang designed an 

AI-based clinical decision support system for treating warfarin patients. User satisfaction 

analysis revealed that, compared to traditional methods, the assisted approach 

significantly enhanced treatment quality and user satisfaction while reducing mental 

effort [11,23-25]. 

5.3. User Experience and Satisfaction 

Patient satisfaction has been measured during the evaluation phases and favourable 

comments have been received overall. Constant interactions with virtual assistants have 

been reported to offer patients a sense of company and reduce the feeling of loneliness. 

Moreover, patients feel secure knowing that a virtual assistant is always available to 

answer their questions, which can have a positive impact on mental health. As a result, 

patients are more willing to accept assistance from these tools and rely on their 

reminders. 

However, as a notable exception, an analysis of Virtual Assistants directed toward 

COVID-19 information revealed that patients often report a feeling of frustration, 

describing the interaction as "very unhelpful," "not useful," and "the worst thing I've 

ever used." This implies that utility, usability, and accuracy play a fundamental role in 

the acceptance of these tools by patients. If the virtual assistant cannot provide a relevant 

answer, the user experience is significantly diminished [26-28]. Additionally, testimony 

gathered from pharmacists indicates that some patients perceive virtual assistants as a 

threat and avoid engaging with them. 

6. Decision Support Systems in Clinical Settings 

Decision support systems offer recommendations for diagnoses and treatments on the 

basis of clinical guidelines and recommendations. They also provide clinicians with 

relevant information from patients’ medical records. Types of decision support systems 

include computerized alerts and reminders for health care providers and patients, 

computerized tools to assist in clinical management, and diagnostic assistance. Clinical 

decision support can impact patient care by reducing medication errors, identifying drug 

interactions, providing recommendations for medical tests, and suggesting therapy 

plans. 

Clinical decision support has been found to be associated with benefits, including 

reduced exposure to potential adverse events, improved cost-effectiveness of care, and 

faster diagnosis and treatment [29-32]. The use of decision support has increased during 

the COVID-19 pandemic. However, its adoption is hindered by ongoing issues involving 

implementation, data quality, and user acceptance. Some aspects of information 
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technology systems can have adverse effects on care delivery; potential risks related to 

computer programs must therefore be closely managed. 

6.1. Types of Decision Support Systems 

Decision support systems in pharmacy provide pharmacists or patients with structured 

information related to medication dispensing or administration. The primary purpose of 

these clinical decision support systems is to assist professionals or patients in making 

the best decisions and thereby optimizing medication safety and treatment efficacy. Over 

a century of clinical pharmacy research has illuminated many causal factors for 

medication-related problems, collision risks, and the poor use of medicines [31,33-35]. 

That knowledge has consequently been harnessed in the development of automated 

medication decision supports and alerts. 

Pharmaceutical systems can be categorized into dispensing support systems and 

medication therapy management systems. Dispensing support systems focus on patients’ 

therapy plans, by intercepting and preventing known side effects of medicines. 

Medication therapy management systems support patient safety by digitizing the therapy 

plan, and supporting all parties involved in the therapy — physicians, pharmacists, 

nurses, etc. Both groups can be employed in intelligent virtual assistant implementations. 

When embedded directly in digital patientfiles in a hospital or clinical setting, 

medication therapy management systems find expression as clinical decision support 

systems [36-38]. As such, clinical decision support systems are computer applications 

that analyze data within electronic health records to provide prompts and reminders to 

assist healthcare providers in implementing evidence-based clinical guidelines at the 

point of care. 

6.2. Impact on Clinical Decision Making 

Decision Support Systems (DSS) support complex decision making within the 

healthcare field. They come in a variety of different forms; addressing different steps in 

the clinical process, and performing different types of function. For example, some 

systems focus on diagnostic capabilities, while others provide dose or regimen 

recommendations. Different vendor systems, such as EPIC, Cerner, and DXplain, also 

deliver decision support in a variety of forms. A number of studies have measured the 

impact of systems on clinical decision making and their accuracy, and generally DSSs 

have improved the accuracy of clinical decisions. 

One study described the combined use of a Virtual Assistant system with a clinical 

decision support system to facilitate monitoring of the high-risk medications 

amiodarone, methotrexate, and warfarin. A randomized controlled trial was conducted 

to test the systems at a Veteran Affairs Site, evaluating the Virtual Assistant system for 

accuracy and efficiency. The Virtual Assistant reduced the time required to make a 

clinical decision using DSS from 20 minutes to 5 minutes, and the overall accuracy of 
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decisions made with DSS was 95%. Pharmacists indicated that the Virtual Assistant 

saved time, allowed more efficient completion of tasks, and could improve overall 

decision quality. Despite reported advantages, participants questioned the potential 

placement of the Virtual Assistant system within existing workflows, indicating a need 

for further research into app integration. 

6.3. Challenges in Implementation 

Despite the many noted benefits of decision support systems, studies also reveal some 

inherent weaknesses and areas for improvement, which may act as disincentives for their 

wider application. One important limitation is the lack of real integration among 

different systems used within the same healthcare environment and, in particular, with 

the laboratory or with the computerized healthcare record of the patient. Decision-

support systems work better when integrated with other complementary systems. Also, 

the disturbance of the healthcare worker’s flow when introducing a decision-support 

system must be taken into account when selecting the type of system. 

Decision-support systems in pharmacy practice need to adapt to the peculiarities of the 

particular environment. Any system always provides information that is sometimes 

redundant and occasionally directly wrong, leading to alert fatigue and consequent 

disregard for the system by healthcare professionals. Therefore, the structure of the alerts 

should be as simple as possible and must clearly specify the reason and severity of the 

alert. 

7. Ethical Considerations in AI Utilization 

The application of artificial intelligence (AI) in pharmacy—whether through chatbots, 

virtual assistants, or clinical decision support systems—raises critical ethical questions, 

particularly patient privacy, AI bias, and fairness. Healthcare data, processed through AI 

algorithms, requires vigilant management to ensure patient confidentiality, privacy, and 

security. Patients must be informed about data usage and can limit AI’s access to their 

sensitive information. 

The effectiveness of AI depends on large, representative training datasets. Yet, it remains 

unclear that diverse patient populations are adequately represented in pharmacy AI 

training data. Clinics serving populations also engaged in AI studies, such as those at 

leading academic medical centers, might receive superior decision-support 

recommendations. Consequently, underrepresented patients may be disadvantaged by 

such clinical recommendations. Model explainability is pivotal in medicine, with a lack 

of interpretable AI models potentially endangering patient safety and exacerbating 

healthcare disparities. Patients can alert pharmacy professionals to biased AI outcomes, 

prompting adjustments to ensure fairness and equal access to medication management 

services. 
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7.1. Patient Privacy and Data Security 

One of the first concerns when implementing an AI system in healthcare settings 

surrounds patient privacy. In some studies, AIs are said to present risks in terms of 

patient privacy and data security. The protection of health data is of utmost importance 

and intertwined with the rapid development of AI. Many scenarios involve immense 

personal data that needs to be protected adequately. Healthcare data have specific 

requirements around how they can be transformed and used. For example, inappropriate 

control of a pharmacy chatbot, uncovered weaknesses in the system, or improper 

management of the involved teams could violate the security of information. 

Additionally, extensive access to healthcare data may inadvertently expose patients to 

external risks, such as targeted phishing attacks. AI can help monitor data privacy and 

detect privacy violations. AI presents both strengths and risks in managing data 

protection. The final results and the importance of data protection depend on the 

implementation, use, and control of the system, rather than the technology itself. A well-

designed AI system will be able to store personal data in accordance with relevant 

regulations. 

7.2. Bias and Fairness in AI Algorithms 

AI algorithms are based on data, including several previous decisions and outcomes. 

Consequently, if the original data are incomplete or underrepresented for a particular 

group of patients, the AI algorithm may provide a biased output or function poorly for 

this group of patients. Well-known examples include the underestimation of the risk of 

breast cancer in Black women and the overestimation of the ability of White people to 

function correctly after surgery. A major challenge therefore relates to hidden biases that 

may be concealed by the AI undertakers either consciously or unconsciously or that are 

present in the pools of data that are selected for training of the AI algorithms. 

The underrepresentation of certain populations in clinical trials is of concern because AI 

algorithms trained on the corresponding data may fail to predict optimal treatment or 

safety outcomes. Fortunately, efforts toward diversity, equity, and inclusion in clinical 

trial patient selection are increasing. However, the use of congruent subpopulation data 

also warrants consideration. For example, caution should be applied in mixing data from 

populations with diseases unlikely to be affected by each other in the development of AI 

algorithms. Inclusion of adequate and representative diverse patient data through a 

variety of sources is required to realize robust and unbiased AI algorithms. 

8. Training and Education for Pharmacy Professionals 

A growing demand exists for pharmacists and pharmacist interns to be trained in the 

effective and responsible utilization of artificial intelligence (AI) operating in pharmacy 

practice either directly or through collaborative interdisciplinary healthcare teams. New 
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pharmacy school generation curricula need to start addressing all aspects of Chat GPT 

and AI–Chatbot use. Training in AI–Chatbot techniques for patient medication 

management service is a new competency requirement for all pharmacy interns. Through 

discussions with students, the integration of Chat GPT–based applications in advanced 

pharmacy practice can improve the quality of internship training services. These 

applications help students better equip themselves with AI literacy, communicating with 

patients online 24 h a day, without constraints and anxieties associated with being a 

"green hand," and gaining more positive attitudes toward the use of AI–Chatbot 

technologies in future pharmacy profession practice. 

Continual professional development programs are needed to keep pharmacy 

professionals up to date on the rapidly changing AI and Pharmacy environment. 

Innovation is the key to creating a compelling learning experience, not only to capture 

attention but also to accelerate learning and heighten outcomes. Interesting and creative 

Game-based learning attracts more than 90% of the participants’ attention, stimulating 

the question, "What happens next?" Enhanced intrigue elevates engagement levels and 

then stimulates learning across all outcomes as defined in Bloom’s Taxonomy. Most 

importantly, it generates joy and fun that are essential prerequisites for improving 

knowledge. It also ensures learners remain calm within their Comfort Zone during 

intense assessments and consequently meet or exceed learning objectives. 

8.1. Curriculum Development 

The integration of artificial intelligence (AI) into healthcare outcomes, especially 

pharmacy practice, has grown exponentially, requiring suitably prepared pharmacy 

professionals. Nonetheless, many pharmacy schools worldwide still lack AI-related 

topics in their curricula. As AI’s influence increases, exposure to digital health, including 

AI-driven tools for enhanced medication management and patient care, is increasingly 

recognized as essential in pharmacy education. 

Several considerations beyond technical training are crucial. Students must understand 

privacy frameworks and potential consequences of AI use in patient care. Awareness of 

AI-related bias and its impact on pharmacy practice decision making is fundamental to 

employing AI in a fair and balanced manner. Pharmacy schools can utilize the growing 

body of AI literature as elective material and are advised to include AI-focused content 

in their Continuing Education (CE) programs for current practitioners. 

8.2. Continuing Education Opportunities 

Despite the proclaimed role of AI in revolutionizing healthcare and the growing body of 

literature on the topic, very few initiatives have been undertaken to train pharmacy 

professionals to use these technologies or to prepare them for the ongoing changes that 

will occur in their profession. Over the last two years, the International Society of 

Pharmacovigilance: Education and Training Special Interest Group (ISoP-ET SIG) has 
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organized two webinars focused on AI in pharmacovigilance. These webinars provided 

a comprehensive overview of AI technologies and applications in the field, highlighted 

current challenges, and showcased a multidrug adverse event identification algorithm. 

The recent ESCP Symposium on AI in Pharmacy Practice further offered practical 

applications of AI in clinical pharmacy, covering AI solutions for patient engagement 

through chatbot technology and the use of AI-integrated clinical decision support 

systems for discharge counselling. The recorded webinars and symposium presentations 

are freely accessible online, providing established and aspiring pharmacy professionals 

with valuable AI-related topics identified as necessary by highly experienced 

individuals. 

9. Future Trends in AI and Pharmacy 

Artificial intelligence (AI), once either a promising concept or a dreadful possibility of 

a robotic future, is now an integral reality. Daily life is filled with AI, from streaming 

platforms providing recommendations to interacting with AI conversational agents when 

calling a telephone helpline. The transformative impact of AI on healthcare is 

significant, offering assistance in both routine and emergency situations. Within 

healthcare services, pharmacy practice benefits particularly from AI-enhanced chatbots, 

virtual assistants, and clinical decision support systems. Pharmacy practice involves the 

preparation and provision of medications and the optimization of patient care related to 

medication use, encompassing activities from the development and production of drugs 

to their dispensing, monitoring, and review. 

The implementation of AI in pharmacy practice and medication management has been 

shown to improve communication and education activities, making accurate information 

and instructions more widely available and more accessible. Chatbots consist of input 

and output channels and an AI engine comprising natural language processing, machine 

learning, and conversational AI technology. One application involves employing 

pharmacy chatbots and virtual assistants to perform medication history taking, enabling 

patients to upload photographs of their medicines in a conversational manner. Using 

conversational AI interfaces to take an in-home medicine cabinet inventory could 

provide community pharmacists with accurate medication reconciliation when patients 

lack reliable internet access. Additionally, virtual assistant chatbot applications in the 

outpatient oncology setting allow patients to report symptoms during and post-

chemotherapy. Patients with chronic conditions can also use chatbot symptom checkers 

in the inbound call center of a pharmacy benefits manager, reducing call volumes and 

waiting times. 
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9.1. Advancements in AI Technology 

Advances in natural language processing (NLP) and increasingly powerful computing 

hardware represent important drivers in the recent upsurge of artificial intelligence (AI) 

applications in healthcare. These machine learning technologies underpin the currently 

explosive development of AI chatbots. These tools answer questions, assist with 

language transliteration, perform calculations, code software, create CVs, and offer 

advice on a broad range of topics, including health. 

AI is beginning to contribute to improving the quality of pharmacy practice and patient 

care in various ways. Practice settings continue to broaden as pharmacy workforce 

models evolve, with pharmacy professionals managing patients with increasingly 

complex medication-related needs. However, clinical decision making is often difficult 

for many reasons—for example, incomplete or missing clinical information, a lack of 

clinical decision support (CDS) tools needed for personalized medicine, and the 

increasing complexity of clinical situations due to rising levels of patient comorbidities, 

polypharmacy, and multimorbidity. 

9.2. Potential Impacts on Patient Care 

Over the past few decades, pharmacy practice has evolved in tandem with medicine. 

Efforts in community and hospital pharmacies focus on optimizing patient care through 

appropriate medication use and preventing medication-related problems. However, 

factors such as the implementation of other technologies, pharmacist workload and 

stress, and community pharmacists’ access to patient data have prevented the realization 

of anticipated benefits in actual practice. 

With the rapid development of AI, chatbot technology is becoming increasingly popular. 

Chatbots have proven effective in healthcare delivery, especially in the context of a 

global pandemic. Pharmacy service robots have replaced traditional roles of pharmacists 

in dispensing drugs and providing medication information. Nevertheless, chatbot 

development has not kept pace with these advancements, and their integration with 

internal pharmacy software remains in the pilot testing phase. 

10. Regulatory Framework for AI in Pharmacy 

Artificial Intelligence (AI) is revolutionizing pharmacy and healthcare. AI-driven 

technologies such as chatbots, virtual assistants, and decision support systems are 

increasingly employed to provide improved patient care. Since these technologies handle 

sensitive patient information from clinical records to financial data, regulatory bodies 

are establishing specific rules for these applications, particularly concerning clinical 

decisions involving pharmaceutical care. 
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Government and healthcare agencies are imposing regulations to maintain patient 

privacy and protect data. Pharmacy professionals must be cognizant of these 

requirements for all AI applications, whether using virtual assistants or advanced AI 

technologies. The move toward digital health and drug management necessitates that 

regulatory requirements for AI are well understood and integrated into pharmacy 

training and education programs. Implementing AI in these domains benefits both 

practitioners and patients. Preparing future pharmacy professionals with an awareness 

of these ethical, operational, and regulatory considerations can be achieved through 

targeted pharmacy informatics education and continuing professional development. 

10.1. Current Regulations 

Even though artificial intelligence in medicine advanced rapidly in the past years during 

several generations of research and development, it was still far away from meeting the 

needs of the evolving medical reality, because it could only provide relatively limited 

functions within specific tasks and processes of diagnosis, treatment or 

recommendations. However, recent breakthroughs in transforming healthcare and 

pharmacy have posed new challenges for existing regulations that were originally 

designed for completely different technologies and may be not appropriate. 

As recent AI applications in treatment and medication management have achieved 

remarkable practice and have been widely deployed in the real world, attention of 

professionals, governments and regulatory bodies has also converged in the areas of 

regulation and governance, to answer the questions of what rules and smart regulations 

are needed in such a new era in order to help patients fully tap the potential of AI, while 

reducing risks and maintaining fairness and justice. Substantial laws and regulations 

have already been issued in different countries and regions, including Europe, the US, 

Singapore, and China, to address the use of AI in medicine and health. 

10.2. Future Regulatory Considerations 

The future regulatory landscape must also account for the growing integration of other 

artificial intelligence techniques in pharmacy practice. Virtual assistants, for example, 

are generally able to utilize voice-recognition in order to permit a more intuitive method 

of communication between user and system. However, the ability for virtual assistants 

to be integrated with other existing pharmacy technologies—for instance, automated 

dispensing machines—permits them to be used not merely as an information 

communication tool, but also to provide clinical advice and personalized medication 

interaction information. Such an integration represents a powerful, new healthcare-

assistant paradigm for virtual assistants that would eclipse the existing, simple natural 

language query voice-assistant utility. 

Previous research has shown that DSSs improve clinical decision-making by identifying 

potential adverse events related to prescribed medications. Despite the many recognized 
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benefits of computerizing clinical decision-making processes during patient care, the 

integration of DSSs with e-prescribing systems is not yet ubiquitous or consistently used. 

Moreover, although DDSs are widely accepted as aid for safe prescribing practice, 

concerns exist regarding DSS over-alerting, alert fatigue, their effect on a prescriber’s 

autonomy in clinical decision-making, and their impact on prescribing satisfaction. 

11. Case Studies of AI Applications in Pharmacy 

Artificial Intelligence (AI) has become prevalent in many areas of life, including 

healthcare and pharmacy. Pharmacy encompasses the preparation and dispensing of 

medications, as well as their safe and effective use. AI, defined as the capability of a 

machine to imitate human processes, offers numerous potential benefits to the practice 

of pharmacy, the process of managing patient medications, and pharmacy education. 

AI technologies such as chatbots, virtual assistants, and clinical decision support systems 

are already employed in various pharmacy-related settings. Chatbots provide engaging 

conversational experiences, enabling questioning, answering, information exchange, 

and emotional support on a 24/7 basis. Within the pharmaceutical domain, chatbots are 

used to gather patient information, offer medication advice, supply drug information to 

healthcare professionals, and deliver behavioral support for health improvement, 

including mitigation of depression, stress, anxiety, smoking cessation, and dementia 

care. Virtual assistants can perform similar functions while also helping users keep track 

of their medication regimens—vital for patient safety. Clinical decision support systems, 

often integrated into pharmacy systems, complexly combine multiple AI techniques to 

facilitate medicine-dispensing decisions in hospitals and community pharmacies 

worldwide. Their utility depends on integration with patient and medicine information, 

as well as surveillance capabilities. 

11.1. Successful Implementations 

AI is increasingly used to support clinical decision making in pharmacy practice. 

Different types of decision support systems are commonly employed in a wide range of 

clinical settings for drug selection, dosage determination, interaction checks, and 

monitoring of adverse drug events. Successful implementations have been reported, 

along with the advantages they bring to pharmacy services. The capabilities and intuitive 

nature of virtual assistants aid pharmacist–patient communication and facilitate the 

delivery of digital pharmacy services, even without full integration in the pharmacy’s 

dispensing system 

Chatbots, powered by NLP and generative AI, offer a dynamic layer of communication 

and support for patients, responding imaginatively to queries, guiding through 

medication regimens, and assisting with adverse event reporting. They reduce workplace 

stress by diminishing the volume of repetitive inquiries for pharmacy teams. Their key 
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disadvantage lies in a dependence on a free-text interface that precludes direct 

integration with the dispensing system. 

11.2. Lessons Learned from Failures 

Saved lives. It was widely used in hospitals and medical clinics and produced positive 

clinical outcomes. However, it deserved to fail. Despite superlative capabilities, it was 

brutal in its implementation and lacked the empathy recommended in patient- and 

person-centred care. Ultimately, the hospital discontinued its use, and the virtual 

assistant company ceased operations. 

The story of Victoria, a virtual assistant, is instructive. Launched in 2016, the app 

provided people with protection. It allowed them to maintain their independence and 

well-being by assessing symptoms and managing health. It advised on when to stay at 

home and when to seek medical care. The system was grounded in the domestic 

environment, available around-the-clock and utilised as often as necessary. Victoria 

allowed the delivery of person-centred care in the person’s territory. The system 

included a specific feature for the medication-related information and support of 

polypharmacy. It permitted users to keep their family fully informed in real time, reduce 

unnecessary healthcare contacts and save time and money. According to the company, 

the technology saved lives. It was widely used in hospitals and medical clinics and 

produced positive clinical outcomes. However, despite its capabilities, the 

implementation lacked the empathy recommended in patient- and person-centred care. 

Ultimately, the hospital discontinued its use, and the virtual assistant company ceased 

operations. 

12. Patient Engagement and AI 

Medication nonadherence is a major concern in healthcare, resulting in poor outcomes 

and increased costs. The World Health Organization estimates that only approximately 

50% of patients take medicine as prescribed. Factors such as low health literacy, 

forgetfulness, poor training, and a lack of familiarity with the medication or the 

prescribing condition contribute to nonadherence. As a consequence, many studies have 

employed web-based tools, virtual assistants, or robots to educate the public and promote 

medication adherence. 

Researchers have proposed an AI application—MedBot—to educate patients about their 

medications. Patients desire quick responses regarding administration, storage, and other 

medication-related questions. MedBot addresses these needs for users without requiring 

them to visit the pharmacy. The chatbot complements pharmacy services by effectively 

educating users, thereby enhancing patient engagement and adherence. 
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12.1. Improving Patient Communication 

Despite substantial progress, several limitations continue to hinder the dissemination of 

AI technologies in the pharmacy and healthcare care fields. Key challenges include 

potential risks to patient privacy and confidentiality, bias in training datasets, and 

deficiencies in fairness and explainability of AI algorithms. In particular, the lack of 

natural human conversational ability hampers chatbots and virtual assistants, especially 

when patients have medication-related questions. AI-based conversational agents have 

demonstrated their potential for answering questions concerning pharmacist-provided 

medication. Consequently, the use of these tools in pharmacy practice and clinician–

patient communication is growing and expected to continue expanding. 

Conversational agents are an effective means of enhancing communication between 

pharmacists and patients. Within the realm of patient-centered services and 

pharmaceutical care, chatbots implementation acts as a communication platform to 

facilitate medication management. Chatbots can provide patients with detailed 

medication information and answer their questions, reducing unnecessary contact and 

preventing the accidental sharing of potentially misleading information. Moreover, these 

technologies improve medication management by reminding patients to take their 

medication; they also support pharmacists in delivering additional services, such as 

follow-up advice on medication administration. 

12.2. Enhancing Medication Adherence 

Virtual assistants can be employed as part of an intervention to influence or promote 

medication adherence, especially in vulnerable patient groups. The use of a virtual 

assistant (Google Home) for medication adherence by patients with an atypical inherited 

centronuclear myopathy was analysed by Kocaballi. They found that the medication via 

Google Home interaction correctly recorded by the chatbot was 78%. User interaction 

with the Google Home device was rated on average 8 out of 10 for ease of use, utility 

and satisfaction, in addition, the patients indicated that they would frequently use it in 

the future. 

Virtual assistants can also be combined with other systems to enhance medication 

adherence. Barnes studied the use of Alexa (Amazon, Seattle, WA, USA) combined with 

the Iowa Drug Information Service (IDIS) database and the Medication Event 

Monitoring System (M.E.M.S.©) technology (AARDEX, Sion, Switzerland). The IDIS 

provided professional medication information; Alexa provided reminders to take 

medications; and M.E.M.S. provided a history of when medications had been taken. In 

addition, the authors evaluated the effectiveness of Alexa and IDIS in improving 

medication adherence in people who were required to take their medicines four times a 

day. The participants were divided into four groups: (a) control (no reminders, no 

medication history); (b) Alexa reminder only; (c) IDIS medication history only; and (d) 
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Alexa reminder and IDIS medication history. The results showed that groups with Alexa 

reminders and those with the combination of reminders and medication history scored 

higher on measures of medication adherence, concluding that digital assistants paired 

with databases containing professional drug information show promise in improving 

medication adherence. 

13. Cost-Benefit Analysis of AI in Pharmacy 

AI is being utilized throughout the pharmacy field, with a large number of use-cases in 

clinical practice, ecommerce, regulatory and research roles within pharmacy. Chatbots, 

virtual assistants and decision support systems are costly to develop and implement. The 

question of what benefits they can bring to the pharmacy sector needs consideration. The 

key benefits of decision support systems have been management of information, 

improved safety and saving time. Ethical issues include patient confidentiality, privacy 

and AI bias. Professionals in the pharmacy sector require training in AI applications. 

Regulatory frameworks are in place in the USA but not in the UK. 

AI is being utilized throughout every area of healthcare and pharmaceuticals. The term 

artificial intelligence (AI) has been widely used and misused. AI systems that acquire 

knowledge and information and apply them to new tasks can be considered truly 

intelligent. AI is not intended to replace human pharmacists but to support them. 

Chatbots, virtual assistants and decision support tools can manage a range of tasks more 

effectively and quickly than humans, such as providing quick responses to simple 

queries and helping patients manage their medication lists and reminders. 

13.1. Economic Impact on Pharmacy Operations 

The effect of Artificial Intelligence on pharmacies is made more evident by examining 

pharmacy operations in economic terms. Specifically, pharmacy workload, medication 

errors, and shortages of pharmacists all impact pharmacy costs, which are inextricably 

linked to the impact of artificial intelligence on pharmacy practice. 

Overwork costs are hard to quantify because some facets of overwork in pharmacy are 

inevitable. Work in the pharmacy can be divided into a number of tasks and services, 

including preparation and dispensing tasks, patient-centred services, administrative tasks 

and problem-solving activities. Research has demonstrated that pharmacists spend the 

bulk of their time carrying out preparation and dispensing responsibilities in both 

community and hospital settings. When these tasks take up so much time, pharmacists 

have less time available to participate in medication reviews, counselling, patient 

education and any other service that could directly improve patient safety and pharmacy 

services. Moreover, some tasks within the pharmacy are frequently interrupted. An 

analysis of the effects of these pharmacy interruptions has shown that they impact a 
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pharmacist’s ability to complete a service and increase the probability of incurring 

dispensing errors. 

13.2. Long-term Financial Benefits 

Chatbots and virtual assistants do not supplant pharmacists; instead, they liberate 

pharmacy staff to concentrate on critical tasks and deliver high-value patient care. At the 

stage of product implementation, costs can be considerable and may influence both 

pharmacists and patients during the initial adjustment. However, the client relationship 

typically strengthens as pharmacists engage with patients on a more personal level, 

becoming trusted healthcare advisers. 

Decision support systems and advanced AI techniques have consistently demonstrated 

significant impacts in nursing or clinical environments. They facilitate the reduction of 

errors, establish accurate inspection and screening mechanisms, enhance patient 

compliance, and ultimately improve patient safety and mortality rates. Several decision 

support systems have been integrated into existing healthcare information systems and 

hospital process management workflows, yielding substantial benefits in administration, 

provision, and care evaluation. Empirical data confirms marked improvements in 

clinical treatment outcomes attributable to these systems. 

14. Conclusion 

The impact of AI models on pharmacy practice cannot be underestimated. Chatbots, 

virtual assistants, and decision support systems in clinical settings are the most tangible, 

widely adopted, and potentially beneficial AI tools in the pharmacy landscape. 

Nevertheless, their limitations must also be recognized. Chatbots and virtual assistants 

have “soft” capabilities, whereas decision support systems possess “hard” capabilities—

influencing their reliability, trust, and risk levels differently. 

Despite their differences, chatbots, virtual assistants, and decision support systems all 

aim to mitigate the uneven distribution of pharmacy services and information 

worldwide. Patient empowerment and engagement are recognized as vital components 

of health and pharmaceutical care, supported by the establishment of patient literacy 

programs. With an increasing number of patients accessing health-related information, 

the provision of reliable, patient-oriented, and affordable pharmacy services via chatbots 

and virtual assistants could be one future direction for the pharmaceutical industry. 
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1. Introduction to AI in Healthcare 

AI technologies used in healthcare include machine learning, cognitive computing, 

expert systems such as speech recognition and diagnosis, and natural language 

processing. 

Protecting patient data is a longstanding focus of healthcare providers and regulators. 

The threat of cyber-crime on a national scale has led to concerns about patient health 

information and about how that information combines with other digital content to create 

a profile of an individual’s habits and temperament. Privacy can be compromised 

through unintentional acts such as rewriting an electronic health record (EHR) or 

through deliberate acts such as stealing information for insurance fraud or improper 

treatment. In other words, data privacy is an indication that a collection of confidential, 

personal data is protected against deliberate or accidental disclosures to an unauthorized 

party. 

2. Understanding Data Privacy 

The world’s most personal identifiers—events in our birth, marriage, death, medical 

treatment, and other lives—are continuing to be automated in the rapidly expanding 

Internet-of-Things (IoT). Connected and interactive health-awareness applications, 

household appliances, smart watches and pleasurenauts of everyday life are no 

exception. The information collected in many of these areas, whether through formal 

channels such as hospitals and emergency services or through voluntary, informal 

channels such as apps or self-tracking devices, might strike a chord of familiarity even 

in sectors far from consumerist, pleasure seeking aesthetics: shoppers can track their 

Deep Science Publishing, 2025  
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packages, passengers have real-time information about buses and traffic jams, and AI-

based recommendation algorithms are used to buy tickets or arrange for housing rentals, 

all raise concerns about privacy and the benefits and risks of constant connectivity. 

Indeed, from British Airbnb hosts in the United Kingdom, to Chinese postal delivery 

drivers, to Norwegian travellers, privacy concerns have bubbled to the surface in news 

reports around the world. 

Any suggested privacy framework must factor awareness, a sense of control, and the 

ability to quickly identify and navigate mechanisms for backlash into the 

conceptualization of privacy [1,2]. Privacy apprehension is the feeling of the 

consequences of losing control over personal information. In the consumer landscape, 

companies collecting and selling personal information are struggling with fallout in their 

relationship with the customer. When data becomes public, consumers want a “Plan B,” 

quite naturally, to assert control, search for reasons, etc.—a Plan B that is not at a 

deliberate disadvantage to that of the company and their bottom line. 

2.1. Importance of Patient Data Protection 

Artificial intelligence (AI) has been introduced in the healthcare sector with the purpose 

of allowing a more patient-oriented, personalized medicine without losing sight of 

controlling public healthcare costs, improving services accessibility, avoiding medical 

errors, and decreasing human resource costs in healthcare [3-5]. Successful 

implementations of AI in healthcare have already been observed. However, because of 

the way AI systems are created and the nature of the data used for their training, 

healthcare AI systems are prone to privacy breaches and algorithmic bias. Both data 

privacy and AI fairness are pillars of trustworthy AI. 

Data privacy is one of the most important challenges of healthcare, since health data are 

sensitive, their misuse can cause high damages, and safeguarding the privacy of 

European citizens is enshrined in the General Data Protection Regulation (GDPR). AI 

systems are different from traditional information systems, and there is a need for special 

regulatory actions to address the challenges stemming from the way data are handled, 

processed, and created during the training of AI algorithms. Healthcare AI is faced with 

the additional challenges of privacy breaches during the development and execution 

phases that might ultimately affect the data subjects. Ensuring compliance with the ever-

stricter data privacy regulations while developing and operating healthcare AI is an 

exhaustive task that often leads to the following: (i) Decreasing the access to patient data 

or the removal of essential features from the dataset for training, resulting in deteriorated 

performance of the algorithms [6,7]. (ii) Increasing the costs of the system, due to the 

additional processes that need to be put in place in order to avoid privacy leaks. (iii) Late 

deployment of some of the AI advancements in the real world, because of long and 
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complicated ethics committee approval procedures and the time-consuming process of 

informing patients. 

2.2. Challenges in Data Security 

Data security is an important aspect of patient data protection, but it comes with 

challenges. Sensitive information must be protected against unauthorized access, 

alterations, and deletions. Failure to provide appropriate safeguards may result in 

penalties under personal data protection laws such as the HIPAA. 

Data security is difficult to establish and maintain, which may result in fines or lawsuits 

against a company. When AI processes and generates information that identifies a 

patient, it introduces new challenges. Patient information must be stored and transmitted 

securely, and safeguards must be implemented to protect the data against unauthorized 

access or attacks. For example, Amazon Alexa has been integrated into health-care 

services; however, the content of a conversation is present in several locations—the 

patient, the Amazon Alexa device, the Amazon network, Amazon workers who label 

data, and the hospital. In many cases, there is no ban on workers listening to patient 

conversations. This can result in unintended consequences, including privacy violations 

with increased health-care costs and inequalities. 

3. Algorithmic Bias in AI Systems 

AI systems are susceptible to various biases that may result in unfair outcomes, 

particularly when algorithms train on data sets that are unrepresentative or 

discriminatory [2,8-10]. Product, association, automation, interaction, and confirmation 

biases reflect different human prejudices that can emerge in AI outputs either via data or 

during operations such as feature extraction or composing the training data set. 

Developing AI on biased or inadequate data sets may cause the model to perpetuate or 

amplify these biases. In medical diagnosis applications, racial or demographic biases 

observed during training have led algorithms to make inaccurate or unjust assessments 

in practice. The consequences of deploying faulty prediction systems in healthcare 

seriously endanger patient well-being beyond causing misallocation of funds or 

resources. 

The protection of patient data during the training and operation of AI system remains a 

major concern. Breach of privacy may prompt patients to restrict data sharing, 

withholding insights from research. For instance, a 2021 report highlights the privacy 

implications of data-driven healthcare services, underscoring the risks associated with 

inadequate data safeguards [1,11-12]. Nonetheless, the complex realisation of truly 

GDPR-compliant machine learning points to the need for legislative updates that address 

advances in artificial intelligence. 
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3.1. Types of Algorithmic Bias 

Algorithmic bias may be defined as "systematic and repeatable errors in a computer 

system that create unfair outcomes, such as privileging one arbitrary group of users over 

others." Such bias may arise from "'faulty assumptions' in the machine-learning 

process." It is~important to address algorithmic bias in highly sensitive areas such as 

healthcare. Researchers 

have\href{https://www.ibm.com/blogs/research/2022/09/privacy-preserving-

healthcare-ml/}{demonstratedmultimodal privacy-preserving approaches to healthcare 

ML} by systematically investigating the sources of leakage in a multimodal medical 

setting and demonstrating that traces of privacy leakage in multicentric medical settings 

can be preserved in federated machine-learning models. Bias in healthcare poses 

numerous problems, including the potential to harm patients and the public and the 

erosion of trust in these systems. In addition to bias in~systems, AI in healthcare is 

concerned with the bias introduced in the AI pipeline. AI models built with insufficient 

consideration of,a model’s potential biases may inadvertantly introduce systematic 

errors that~are detrimental to minority populations [13-15]. Healthcare delivery is 

predominantly through facility-based systems in Africa, which cannot survivewithout 

immense human resources. A reduction in the role of humans engenders a reduction in 

workforce and,thus, areepercussions for the continental livelihood. Overall, using 

models and datasets built on populationsfrom restricted countries and regions can thus 

result in health disparities among other populations. 

Algorithmic bias may lead to algorithmic discrimination, which is a broader concept and 

implies anunjust or prejudicial treatment of different categories of people. Aside from 

potential bias in datasetspreparation, bias may be introduced in the training and testing 

stages of the AI workflow, which require careful investigation of their influence on the 

trained model. Consequently, it is important for the aicommunities to study and evaluate 

the bias in these phases of the AI pipeline. Any discriminatory bias inthe language and 

speech processing models of a particular region or language also has a strong 

relationwith its societal behaviour. For instance, considerable attention is directed 

towards unravelling var-ious kinds of bias in English sentiment-related resources and 

systems, given the availability of a num-ber of resources for the language. Recent studies 

argue that apart from sentiment analysis, political biasis also embedded in English 

language resources and that inappropriate societal bias in resources canskewevaluation 

and influence language system performance. Owing to the relatively recent advent of 

sent-iment analysis and other natural language processing applications in African 

languages, the potentialsources of bias in the resources and in the generated systems 

remain unexplored. The debate around the regulation of personal data and information 

remains highly controversial, with critics consistently lobbying for safeguards for users 

of social platforms, workers in data-driven economies, and citizens and consumers in an 

increasingly digitalized society [16,17]. 
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3.2. Case Studies of Bias in Healthcare AI 

Bias in AI systems can appear in many different ways. Technical forms of bias can arise 

from bias in the training data, bias in feature engineering, and bias in model-building 

choices. Societal biases are often embedded within technical bias and can be closely 

linked to the structural inequities present in society [12,18-20]. Health inequities can 

arise when AI models work poorly for subpopulations or systematically expose them to 

greater risks. 

Cases of bias in healthcare AI thus rate as an emerging topic in the field. The following 

examples are drawn from the medical literature and recent research articles. When a 

subset of the case presentations were taken from Obermeyer, the Choosing Wisely 

recommendations relate to the specific organ system. Institutions are shown for 

informational purposes only and do not imply any positive or negative judgments about 

the organizations listed. (Any serious errors of omission or commission should be 

brought to the attention of the article author.) Bias can result in AI being dangerous in 

individual situations—which may have lethal consequences—or may exacerbate 

structural inequities for entire segments of the population. The presented cases illustrate 

both issues and the breadth of consequences. 

4. Regulatory Challenges in AI Implementation 

The rapid advancement of AI technologies in healthcare has outpaced the regulatory 

frameworks intended to govern AI-related risks. Protecting patients' personal 

information from theft or inappropriate access remains paramount. AI systems trained 

on biased datasets or inadequate reflection of general practice may generate unsafe 

recommendations, outcomes, or treatments. Growing awareness of these risks has driven 

interest in supporting foundational AI research by the U.S. Food and Drug 

Administration (FDA). The agency released a discussion paper in January 2019 

regarding current regulatory approaches to healthcare AI [21-23]. 

Current regulations cover the AI models underlying AI-based medical devices at the 

time of their market introduction but do not address reassessment or retrospective 

evaluation when AI models are updated. Organizations such as the International 

Pharmaceutical Regulators Forum have consequently urged legislative changes that 

would allow the FDA to regulate coding changes to weaponized and self-directed 

medical products and services. Several nations have proposed technical and legal 

frameworks to address these concerns—e.g., the European Union enacted the Product 

Liability Directive in 1985. Regulatory bodies are also exploring policy concepts such 

as model transparency, incoming/outgoing performance assessment, bias assessment, 

and reporting requirements. 
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4.1. Current Regulatory Frameworks 

A review of existing legislation governing sensitive data in several countries illustrates 

the stringency of such regulation despite the relative novelty of sector-specific laws. For 

example, in the USA, the Information Norms No. 12 Act (Information Norms on the 

Protection of Personal Data, 1974) established the principle that an individual can only 

have a medical file created with their informed consent. More recently, the ACT US 

HIPAA HITECH FEDERAL ACT (Health Insurance Portability and Accountability 

Act, 1996) offered guidelines for the privacy of health information incorporating the 

Health Information Technology for Economic and Clinical Health Act. This act 

mandates a breach notification rule, requiring compliance with patient privacy 

regulations for those involved in the Electronic Health Record of a patient. In the rise of 

Artificial Intelligence in the healthcare field, it is essential to understand how this 

technology complies with these regulations and the degree of access to sensitive personal 

data required [24,25]. 

The EU, in the area of data regulation, has adopted the General Data Protection 

Regulation (GDPR) with a direct obligation on those who generate AI systems regarding 

the use of sensitive data (Special Categories of Personal Data, 2022). The Clinical Trials 

Regulation (CTR) sets out provisions related to the protection of personal data of 

participants in clinical trials and, more recently, the Artificial Intelligence Act, which 

seeks to regulate the entire artificial intelligence ecosystem together with human 

oversight in the high-risk system. 

4.2. Proposed Legislative Changes 

The issues of data security and algorithmic bias in healthcare call for special attention 

among lawmakers addressing AI applications. Specific legislative proposals suggest 

adapting the Computer Fraud and Abuse Act, Health Insurance Portability and 

Accountability Act, and Electronic Communications Privacy Act, among others. 

Generally, the field of AI support systems would benefit from increased regulation, 

clearer data confidentiality guidelines, and laws to ensure equitable access. Harmonizing 

public key infrastructure trust models with worldwide service provider policies could 

enable services that rely on blockchain, encrypted messaging, and intelligent agent 

technology. 

Regulating healthcare AI remains a thorny, complex challenge. Incorporating privacy, 

accountability, and transparency throughout a product’s lifecycle is crucial; privacy 

concerns are alive and well in much of society, not least among patients and providers. 

GDPR in Europe serves as a good model, but more localized variation will be necessary 

as the technology penetrates society. A one-size-fits-all approach will not work. 

Nonetheless, AI systems operating in the healthcare domain clearly require stringent 

scrutiny, and providers will need to engage employees to address concerns early and 



153 
 

frequently. Patients and their families need reassurance that the adoption of new 

technology will improve care quality, not introduce vulnerabilities. Whether regulatory 

bodies can shepherd AI’s rapid development in this domain remains to be seen. 

5. Ethical Considerations in AI Development 

Artificial intelligence (AI) and machine learning underpinning health applications raise 

novel ethical dilemmas around informed consent, accountability, and transparency of 

healthcare decisions and data. AI support tools can recommend care pathways, flag 

patients for clinical trial recruitment, assign hospital beds, and estimate community 

infection rates. Approaches to 

ethics vary. Utilitarian appeals to “the greater good” can emphasize faster, more 

accurate, and more cost-efficient care, whereas deontological frameworks attend to the 

duties of providers and systems, such as not allowing a desire to reduce costs to infringe 

on individual patient’s rights [26-28]. In both, greater attention to data privacy is 

warranted. Patients entrust providers with highly sensitive information under the 

assurance it will be used only for care, and agencies and institutions working on their 

behalf have an ethical imperative to safeguard such information, and to share their data 

only in ways that maintain anonymity. 

5.1. Informed Consent in AI Usage 

Informed consent is a key biomedical ethical principle. Patients have a right to make 

decisions about their own healthcare through disclosure of risks, benefits, and 

alternatives of medical interventions. That right faces disruption from AI’s expanding 

role in healthcare. Patients may get unknowing AI-guided care or third parties might use 

AI to analyze their data for research without the patient's awareness or approval. 

A growing number of benefit-risk discussions support bolstering FDA regulation to 

require AI makers and users to tell patients when care involves algorithms, the 

knowledge vulnerabilities surrounding AI, any plans for future AI training using patient 

data, and specific warnings that AI is not a human healthcare professional [29-31]. 

5.2. Accountability and Transparency 

Healthcare artificial intelligence (AI) developers must clearly specify the operating 

parameters of their algorithms. Representing the relationships between input data and 

outcomes using simple, transparent, analyzable models is preferable whenever possible. 

Such models facilitate the identification, measurement, and mitigation of bias. However, 

many advanced AI algorithms are inherently complex and cannot be easily expressed in 

simple rules. For these, the assignments of credit and blame for resulting harms and 

benefits can never be entirely FAIR. Consequently, the presence or absence of features 

related to transparency and accountability is a two-way metric: developers who can and 
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do provide transparent systems deserve credit, while those who fail to do so warrant 

blame and deterrents. 

As AI-generated health recommendations become standard, the criteria for informed 

patient consent may need to evolve. Future patients might be required to acknowledge—

if not explicitly opt in to—the use of AI-generated recommendations in their care 

pathways. Actual approval could come at various levels: hospital-wide for treatments, 

or practitioner-specific for follow-up care [3,32,33]. As fortune-tellers never fail to 

remind, “Predictions are difficult—especially about the future!” 

6. Social Implications of AI in Healthcare 

Artificial intelligence (AI) offers solutions, yet it simultaneously gives rise to existing 

or new societal problems. There is also anxiety about AI potentially stealing jobs, and 

for some employees this fear holds some truth. Football players may be replaced by 

humanoid robots, while caddies may be quitting their jobs soon because robots can carry 

and dispatch golf clubs. Within the healthcare context, AI could steer diagnosticians 

towards more accurate diagnoses, thereby improving service quality for patients [4,34-

36]. 

The influence of AI on public perceptions in healthcare is not yet clearly understood. 

Current surveys of public perceptions are either outdated or very limited in scope. The 

public may similarly desire more jobs in healthcare, as these positions involve significant 

human contact. A lack of data that is both current and comprehensive limits the ability 

to draw broad conclusions or to make design recommendations for AI systems that take 

public perceptions into account. Healthcare is of particular interest because it is still 

characterized as a highly human occupation and involves much one-on-one contact. 

6.1. Impact on Healthcare Workforce 

Although AI has the potential to improve patient outcomes and reduce costs, it also raises 

concerns about job displacement, deskilling, and changes in working practices and the 

psychological contract. AI can automate manual, repetitive, and predictable parts of a 

job, but it makes sense to consider an automation continuum. Roles may be fully, partly, 

or conditionally automated. The current problem with much AI in the healthcare sector 

is a lack of task-level clarity within enterprises when it comes to which roles and types 

of jobs are actually partially automated by the technology. 

The perception of ‘being replaced’ is mitigated, especially at the individual level, if the 

AI performs only a part of the task. The automation of only these subsystems means that 

people still perform partly automated tasks. In deploying AI into practised systems, care 

needs to be taken to ensure that demotion effects do not occur such that people feel like 

supervisors of the technology, reducing engagement and trust. 
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6.2. Patient Trust and Acceptance 

Inpatient Trust and Acceptance Surveys of the general public reveal numerous concerns 

about AI in healthcare. Writing in the British Journal of Administrative Management, 

Shama, Larder, and Conboy identify risks associated with a loss of human touch, 

diminished human understanding, difficulties in evaluating decisions, being hesitant to 

allow machines to make life-and-death decisions, and encountering risks without a 

distinct sense of who is responsible. These findings demonstrate the risks to patient trust, 

which could lead to reduced patient acceptance and limit the value of offering AI-based 

tools, even where they would produce improved patient outcomes. 

In their Healthcare Informatics Review paper, McCulloch surveyed perception by the 

British public both before and during the COVID-19 pandemic. Respondents indicated 

a willingness to receive care from AI, with the highest ranking application being surgical 

interventions and the lowest rank being for care advice. Compared with their pre-

pandemic survey data, McCulloch found a reduction in public acceptance during the 

COVID-19 pandemic with, for example, two thirds of the respondents being willing to 

receive care from AI in 2019, compared to just over half during the pandemic. 

Importantly, the German Society for Neurology has published recommendations for 

Artificial Intelligence in Clinical, Translational, and Applied Neurology, covering 

considerations in the development, reporting, and application of AI. In particular it is 

pointed out that failure to understand the limitations and biases that are inherent in AI 

applications will jeopardize the advancement of neurological care and research through 

AI. It is recommended that all stakeholders involved in the development and use of AI 

hold themselves to certain principles that ensure both the ethical conduct and the 

responsible usage of AI. 

7. AI and Health Disparities 

It has been widely hypothesized that AI in healthcare has the potential to improve health 

equity around the globe. Indeed, AI-based technology has been used to reduce the burden 

of malaria by reducing reliance on human experts, and similar tools have been deployed 

for the rapid diagnosis of tuberculosis and COVID-19. However healthcare AI has also 

been documented to exacerbate disparities, either by producing lower accuracy or utility 

for certain groups, or by replicating systemic human or societal biases in the healthcare 

domain. A key cause of varying accuracy is that training datasets often include relatively 

few samples from underserved populations, leading to less reliable predictions. Bias may 

also be introduced through proxy variables in the dataset or design choices in the 

algorithm. 

Consequently, people who may benefit the most from healthcare AI may be those that 

receive the least benefit. Various proposals have been put forward to improve health 
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equity in the use of AI: researchers and practitioners can develop more representative 

datasets, conduct rigorous testing on historically underserved populations, apply bias-

reduction methods, and future applications may try explicitly to reduce health disparities 

rather than just maximize performance for the typical patient. Better usability may be 

achieved by enabling AI systems to perform well even in settings with limited resources. 

Finally, healthcare AI may be expanded into new areas for which it would be particularly 

beneficial. Building on the potential to aid in early diagnosis, AI could be deployed in 

rural health settings, where there is less access to highly trained medical specialists; 

patients in underserved areas would thereby receive more timely medical care and 

monitoring. Improvements in public perception around healthcare AI, often self-reported 

by patients, may also promote healthcare equity in underserved groups. 

7.1. Addressing Inequities in AI Access 

When considering the social implications of artificial intelligence (AI) in healthcare 

services, it is important to address potential health disparities arising from inequitable 

access to AI services. Indeed, it is crucial to assess how AI services can be cost-effective 

and affordable in a way that does not discriminate against the poor or other vulnerable 

classes. Moreover, low-income countries, which typically possess limited health 

budgets, may encounter difficulties in investing in AI services for the advancement of 

their public healthcare provision. 

Given the rise of interest in applications of AI in healthcare, initiatives such as the Ethics 

and Governance of Artificial Intelligence Fund (NYU Centre for Ethics + AI and 

Transnational Data Governance Network) have recognized the significance of the topic. 

Current work focuses primarily on unintended outcomes originating from the application 

of AI to health or from the creation of the underlying Health AI, rather than on the 

aspiration of the communities themselves for the application of these technologies to 

their health. In addition, health contexts are viewed as interesting case studies of the 

social implications of AI generally. It is important that Health AI be designed—with 

processes, protocols, and regulatory frameworks—in a way that is consistent with the 

aspirations, experiences, and contexts of those who need it most. 

7.2. Strategies for Inclusive AI Development 

Artificial intelligence (AI) in healthcare has the potential to exacerbate existing health 

disparities. Under-resourced and underserved populations can suffer disproportionate 

harm despite existing safeguards. Those living in poverty often experience an increased 

burden of ill health, but lack sufficient opportunities to benefit from advances in 

diagnosis, treatment, or management of disease. Health inequities and inequalities 

intersect with a range of structural factors including location, ethnicity, language, 

religion, disability, class, gender, sexual orientation, education, age, and citizenship. As 

with other aspects of inclusion, recognising these concerns early in the process of AI 
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development is critical to their mitigation. Even when attempts at inclusion are made, 

the difficulty of engaging a diverse range of stakeholders, the changing environment as 

models move from development to deployment, and other structural challenges create 

ongoing risks. 

Two key strategies for mitigating the risk that AI will exacerbate health disparities 

concern: (1) the characteristics of the data used to train AI models; and (2) the way in 

which data is collected, curated, and models developed. Numerous analyses of the 

dangers posed by biased data and under-representation of various groups with respect to 

gender, ethnicity, and country of origin exist in the literature. For example, Obermeyer 

and colleagues identify a widely used commercial algorithm purportedly used to allocate 

healthcare services to sicker Black patients as designed to systematically underestimate 

the disease burden faced by Black people in the USA. Other efforts focus on strategies 

to facilitate the engagement of diverse stakeholders in the design process. Individuals 

from under-resourced domestic populations may be preferentially involved in the 

evaluation of AI products, as can representatives from groups facing barriers on an 

international scale. 

8. Future Directions for AI in Healthcare 

This final main section on future directions for AI in healthcare proposes strategies and 

methods designed to resolve current limitations and threats associated with artificial 

intelligence while simultaneously taking full advantage of its opportunities. It outlines 

ways to fully realize AI’s potential for improving healthcare services and human health. 

Given its interdisciplinary nature, the section stresses the critical involvement of key 

stakeholders in policymaking and addresses the multiple challenges previously 

identified.In summary, the just-applied strategies integrate legal, ethical, social, and 

future perspectives. The focus will be on ensuring the responsible development of AI in 

healthcare and on minimizing its problematic effects, in turn creating trust in these 

remarkable technologies. 

Artificial intelligence refers to technologies that enable computers to perform complex 

tasks—including reasoning and learning—that typically require human intelligence. 

Healthcare is particularly promising for AI applications, given the vast amount of data 

already created in the field. However, the extremely sensitive nature of medical data 

raises significant concerns regarding privacy, algorithmic bias, and regulation. As a 

result, several ethical issues demand attention before AI technologies can be widely 

implemented in hospital environments. Yet these ethical and social concerns extend 

beyond privacy risks. For instance, the gradual replacement of a portion of the healthcare 

workforce by AI systems may be especially feared by healthcare workers themselves. 

Along these lines, a conscious use of artificial intelligence—actually, of all 
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technologies—in healthcare is also key to avoiding the perpetuation or reinforcement of 

health disparities. Specifically, power and resources must be more equally distributed 

across populations to prevent AI in healthcare from becoming accessible only to 

privileged groups. 

8.1. Innovative Solutions to Current Challenges 

Artificial intelligence systems developed for healthcare applications can broadly be 

divided into two categories: those that perform well on well-defined tasks, such as 

classifying medical images, and more general systems that employ pattern-matching 

strategies to answer a wide range of questions. The latter also includes systems that 

attempt to identify new patterns in healthcare data. Many of the concerns discussed for 

healthcare AI systems are equally applicable to those in other industries and sectors of 

society. Innovative solutions addressing ethical issues in AI development and 

deployment have recently been proposed. Specific use cases reveal how some ethical 

problems may be mitigated by choosing appropriate AI architectures. 

Although AI has the potential to automate many tasks currently performed by trained 

healthcare professionals, it is unlikely that AI systems will replace them altogether. 

Insufficient investment in healthcare jobs may lead to growing inequalities in patient 

access to health services and AI assistance, disadvantaging less affluent members of 

society. Effective healthcare jobs demand tailored social skills and the capacity for 

compassionate communication and physical contact. However, society's increasing 

reliance on AI may reduce transparency surrounding individual decisions. It remains an 

open question whether the potential advantages of implementing AI can be realized in 

ways that remain consistent with the core moral values of healthcare careers. 

8.2. The Role of Stakeholders in Shaping AI Policies 

Establishing effective policies that address the ethical, legal, and social implications of 

AI in healthcare requires input from a broad range of stakeholders. Policymakers and 

private corporations should consider feedback from AI researchers and developers, 

healthcare workers, patients and patient advocates, ethicists, and public health officials. 

Public opinion research can highlight potentially contentious aspects of AI, such as 

concerns about bias or explainability, and policymakers can solicit opinions via public 

comment periods. Research data that highlight algorithm bias or privacy risks can help 

create laws and regulations that mitigate these harms. 

Changes to the regulatory landscape alone will not resolve the ethical and social impacts 

of AI. Safe AI development and implementation practices require clinician expertise and 

buy-in. Recruiting individuals with lived experience helps mitigate adverse societal 

impacts from job displacement. Healthcare settings that take a human-in-the-loop 

approach engage patients and their caregivers in decisions about AI-driven care. 

Developers and healthcare providers should pursue socially minded AI designs that 
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develop new AI tools, not only by addressing bias and privacy, but also by ensuring the 

promise of low-cost AI benefits patients in underserved regions. 

9. Case Studies of AI Implementation in Healthcare 

Numerous AI successes in healthcare illustrate their inherent promise. An AI algorithm 

developed at Stanford University successfully detected hip fractures on pelvic X-rays 

with an accuracy similar to experienced radiologists. An AI prototype designed to detect 

brain tumors by analyzing MRI scans was found to match the diagnostic performance of 

human radiologists. An AI system for analyzing mammograms was demonstrated to 

perform comparably to radiologists. Google Research developed an AI system trained 

to interpret chest X-rays, which detected multiple findings more accurately than 

individual radiologists. An in-house AI model at Oxford University analyzing diabetic 

retinopathy was shown to yield non-inferior diagnostic outcomes compared to a human 

screening program. IBM Watson developed an AI solution for breast cancer treatment 

recommendations, which concurred with an expert panel in 96% of cases. 

Nevertheless, the dark side of AI is now also apparent. An AI model designed for breast 

cancer risk prediction performed poorly on populations that differed significantly from 

the training dataset. Social media interactions using AI agents have been associated with 

increased body dissatisfaction, particularly among vulnerable individuals. ChatGPT has 

been shown to output confident but false answers—a phenomenon known as 

hallucination—requiring continuous human oversight. Furthermore, a lack of diversity 

in dermatology AI datasets may result in degraded performance for darker skin types. 

An AI system for pneumonia risk prediction learned to diagnose pneumonia from the 

background of X-rays (e.g., hospital department) due to confounding features in certain 

hospitals. Ethics-related incidents between 2017–21 identified 84 serious concerns with 

AI chatbots, including discrimination, hate and violence promotion, and data privacy 

violations, highlighting the potential for significant societal harm. 

9.1. Successful AI Applications 

Sorting 100 million medical claims to discover revenue leakage is only one example of 

the many successful applications of artificial intelligence. Hundreds of established 

healthcare systems, medical groups, and ambulatory clinics are now availing such 

solutions to uncover missed revenues—revenues that can be reinvested in improving 

care quality. Several real-life healthcare use cases further demonstrate the benefits of 

artificial intelligence. 

Further examples can be found in pointers on Evolving Customer Experience and 

Intelligent Process Automation Digital Workforce. The COVID-19 pandemic has 

reaffirmed the role of AI in public health surveillance and epidemic prediction—two 
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crucial links in the framework designed to avert the economic consequences of 

pandemics. 

9.2. Lessons Learned from Failures 

Best practice guidelines underpinning medical AI systems are emerging, but a series of 

recent failures has emphasized the grave consequences of inadequate analysis and 

design. A seminal example is IBM Watson Health, launched in 2011 with over USD 15 

billion invested (mostly in acquisitions). Its oncology AI—intended to provide treatment 

suggestions using natural language processing on doctors' notes—never functioned 

safely or effectively enough for real-world healthcare and was finally discontinued in 

2022. Primary causes included bad design decisions such as developing the algorithmic 

base primarily on synthetic data, unrealistic launch timelines, and failure to appreciate 

the clinical context. 

This failure highlighted several critical lessons for medical AI. Firstly, the development 

of embedded AI systems requires a robust interdisciplinary approach that encompasses 

technological, clinical, ethical, and legal perspectives. Secondly, complex AI systems 

with serious health, safety, and ethical implications should not be rushed into healthcare. 

Lastly, it is maturing regulatory rules and frameworks that will be essential to keep AI 

safe in healthcare. 

10. Public Perception of AI in Healthcare 

Understanding public perceptions of artificial intelligence (AI) in healthcare is crucial 

for the successful adoption of these new technologies. Patient trust is essential for 

cooperation and support of AI-driven treatments, care management, and robotic 

caregivers. Topics such as AI's risks and benefits, patient–provider interactions, current 

links to clinical applications, and the future of AI in care have been evaluated through 

surveys of different demographics (including pop-culture television shows). 

It has been acknowledged that patients and providers are most supportive when AI 

technologies work alongside a human operator. Particular concerns exist regarding 

potential privacy violations and reduction of human interaction in care. Popular media 

also shapes perceptions, as depicted in films like Defending Your Life, I, Robot, Big 

Hero 6, and Transformers. The COVID-19 pandemic spurred increased media attention 

on AI's ability to combat health emergencies and reduce healthcare burdens. 

Consequently, studies show the general public perceiving AI as particularly useful 

during such crises. 

10.1. Surveys and Studies on Public Opinion 

Consolidated results from recent studies show that patients and citizens see the benefits 

of artificial intelligence in healthcare, but also want their personal health data to be 



161 
 

protected and want discrimination through algorithmic bias to be avoided. They 

therefore call for ethical, legal and social considerations when using and implementing 

AI in healthcare. A survey of 1041 US adults shows that 66% think AI will make 

healthcare much better or somewhat better in the next 5 to 10 years but only 20% are 

interested in using AI-powered healthcare technologies. These numbers do not differ if 

respondents have a diagnosed health condition. Reasons for a lack of interest include a 

preference for human medical interactions, a lack of trust in privacy protections and the 

possibility of receiving biased or inaccurate results. 

While people want explanations for decisions involving AI, they prefer that humans 

ultimately make those decisions, especially when they feel that decisions have a high 

risk of harm. Other studies of public opinion in the United States and the United 

Kingdom highlight similar concerns about privacy and bias. They also show a lack of 

support for the use of publicly available online data and private smartphone-collected 

data for AI-powered healthcare due to concerns about privacy and surveillance, and they 

highlight the various factors that influence perceptions of AI. A study of protesters in 

the United States and United Kingdom adds to these results by showing mistrust in 

technologies that can surveil and monitor humans. Support for AI in healthcare comes 

from a study in the United States of participants with lower-to-middle income who see 

many advantages of using AI technologies for healthcare and wellbeing. 

All these highlights show the need to consider ethical, legal and social issues when 

implementing AI in healthcare. Current views and attitudes can be assessed from recent 

studies of public perception, and suitable frameworks have been suggested to help guide 

the discussion of public opinion and perception. The present analysis of AI in health and 

medicine focuses on the ethical, legal and social aspects—the first being the largest so 

far. 

10.2. Media Influence on Perception 

While supporting the potential benefits of pragmatic AI use, the public is concerned 

about analysis errors and biases of AI and worries that it will replace human interaction 

with patients. Furthermore, patients’ privacy is their most stated concern about AI use 

Furey) analyzed consumers’ and providers’ views of AI and found that despite an overall 

positive opinion, there are serious concerns about privacy and accountability. Furey 

identified two interpretations or responses for the use of AI—“Empowered” and 

“Wary.” Empowered individuals appreciate what AI can do and want to see it used more 

quickly and more often. Wary people recognize that AI might help but think that other 

concerns must be addressed first, especially the impact on their trust in the healthcare 

system. 

The current media analytics reinforce consumers’ concerns and their “wary” stance. 

More nuance and discussion of the risks of AI must be included in media coverage in 
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order to remain honest with consumers and providers and to assure responsible 

consumers and providers. 

The media analysis focused on major newspaper sources that tend to be objective and 

independent of sensationalism. It did not examine social media sources where 

manipulation for social and political ends is common and might provide a modifier and 

exaggerate/distort public opinion. 

11. Ethical Frameworks for AI in Healthcare 

Utilitarian and deontological approaches provide useful starting points for reasoning 

about the morality of AI applied to healthcare. A utilitarian perspective requires 

assessing risks and benefits and aims to maximize well-being for the largest number of 

individuals and the entire population. For example, one can justify permanent 

surveillance, including remote sensing and detection of people, if it leads to a reduction 

in infectious-disease-related deaths, including through the use of AI. Likewise, AI could 

improve health policy by identifying the most pressing problems given limited budgets. 

Relativist ethics, in contrast, starts from absolute rules or duties, such as protecting 

privacy, guaranteeing confidentiality, or placing responsibility in the hands of a human 

physician. From this perspective, a particular application might have a high level of 

utility, but the loss of important rights—such as non-consensual monitoring or even lack 

of human compassion—would prevent its ethical implementation. Although this 

approach tends to be less flexible and adaptive in a rapidly changing world, ethical 

relativism nonetheless plays an important role. Indeed, the debate about whether AI-

assisted diagnoses and treatment decisions should inform informed consent and the 

physician–patient relationship exemplifies a relativist concern. 

11.1. Utilitarian Approaches 

Utilitarianism evaluates actions according to their consequences in terms of happiness 

or utility. Classical utilitarianism holds that the morally best action is the one that results 

in the greatest aggregate utility. Act utilitarianism asserts that each individual action 

should be chosen to maximize aggregate utility, whereas rule utilitarianism maintains 

that the best set of rules are those that maximize utility, and these rules should dictate 

individual actions. Recently, preference utilitarianism has been proposed as an 

alternative that prioritizes the satisfaction of preferences over mere pleasure. 

Applying act utilitarianism to the ethical dilemmas of AI in healthcare would involve 

assessing the consequences of each individual use of AI. For example, if deploying an 

AI diagnostic tool in a trial or clinical setting produces more net happiness or health 

benefits than harm, it would be judged ethically appropriate, even if it temporarily 

compromises privacy or fairness in specific cases. Rule utilitarianism would, conversely, 
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focus on establishing a set of general rules governing AI deployment that maximize 

overall happiness when followed. Preference utilitarianism would consider how well 

these actions or rules satisfy the preferences of the stakeholders involved. 

11.2. Deontological Perspectives 

The deontological approach to ethics, chiefly associated with the work of Immanuel 

Kant, is grounded in a person’s duties and rights. This contrasts with the exclusively 

consequences-focused utilitarianism of Jeremy Bentham and others. In the Kantian 

view, every human being deserves respect because they have the ability to set ends for 

themselves and that it is wrong to treat people merely as resources. Partly because of the 

universalism inherent in Kant's argument, the approach has inspired international human 

rights declarations. Kant suggested that moral considerations could be expressed in 

terms of a hypothetical imperative that derives from the uniqueness of humanity. He 

formulated it as: “Act as if the maxim of your action were to become by your will a 

universal law of nature.” Applied to the use of artificial intelligence in the health sector, 

this implies that such technologies should be suitable for use in a worldwide health 

setting and not applied in a way that might, for example, deprive other people of 

appropriate healthcare services. 

These considerations lead to some duties for healthcare AI-service stakeholders. They 

are required to fulfill obligations related to privacy and informed consent, supervision 

of AI-system operation, commitment to continued evaluation, transparency of design, 

data used in training, and sponsorship, responsibility for patient-related decisions, and 

provision of civil redress if mistakes or injustices occur. Deontological principles also 

directly support the creation and enforcement of regulations intended to protect against 

AI-system bias. AI services should not operate in ways that discriminate against certain 

patients or groups—whether based on ethnicity, religion, gender, age, or other bases—

regardless of outcomes and consequences. 

12. International Perspectives on AI in Healthcare 

In AI’s healthcare domain, the interaction between humans and algorithms is new to the 

legal system, which currently lacks an enforceable legislative framework capable of 

specifying the development of AI with meaningful penultimate consequences. Certain 

characteristics of AI further complicate the application of extant laws: as an evolving 

system that varies from conventional technologies, an AI system contains natural 

features that make its decisions less readily comprehensible to humans and is also 

capable of revealing an inherent bias, raising concerns regarding its compliance with 

anti-discriminative laws. In this regard, specific interpretations of privacy and data 

protection laws, such as the European General Data Protection Regulation’s right to 



164 
 

explanation, are now being tested. The identification of the covered entities for HIPAA 

is also uncertain. 

Such situations are changing over time. For example, the US Food and Drug 

Administration is now increasing focus on regulating medical AI. However, the full 

regulatory implementation of AI remains a far-off milestone. Beyond the legal domain, 

some AI characteristics also raise numerous ethical concerns with respect to protecting 

human rights. Simultaneously, addressing these legal and ethical concerns could delay 

or hinder the implementation of AI in healthcare and might also influence public 

perception, acceptance, and adoption of AI in practice. 

12.1. Comparative Analysis of Global Regulations 

Authorities and legislatures worldwide are considering how to regulate AI applications 

in healthcare. They need to establish legislation that both fosters innovation and 

guarantees patient data protection. Yet, the specific challenges of healthcare data 

protection remain recognizable and unresolved in the burgeoning AI era—such as the 

sensitivity of patient data, the severity of potential consequences in the case of data 

breaches, the continuous, rapid evolution of the healthcare sector, the dynamism of AI-

based technologies, and the asymmetric nature of doctor–patient relationships. 

The protection of electronic health data involved in the training of AI-supported 

solutions—a development that profoundly disrupts numerous relationships in society—

and the mitigation of algorithmic bias inherit much of the rationale discussed in previous 

sections. Detailed analyses are found in corresponding subsections. The results are 

policy recommendations and requirements for new or revisited legislation. Healthcare 

AI systems and algorithms can exacerbate (or even cause) unfair, unethical, and harmful 

discrimination, such as discrimination against demographic groups based on ethnicity, 

gender, nationality, income, or sexual orientation; discrimination against vulnerable and 

underprivileged populations; and discrimination against patients with rare or less 

common diseases. Several such cases have already manifested real-world impacts and 

consequences. Two case studies illustrate the nature of this discrimination and yield 

guidelines and approaches oriented toward the elimination (or at least mitigation) of 

algorithmic bias. 

12.2. Cultural Attitudes Towards AI 

No matter what regulatory landscape is created, it is clear that cultural background has 

a deep and lasting impact on how AI is perceived. In particular, public opinion shows 

widespread concerns about the impact of AI on jobs, and the use of AI in healthcare 

faces considerable criticism. 

One survey of attitudes towards AI in healthcare compared how members of the public 

in the UK, Japan, South Korea, and Thailand responded to vignettes concerning the use 
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of AI in clinical decision-making and treatment selection. In the UK, Japan, and South 

Korea, the perceived effectiveness of an AI-enabled system shapes public acceptance; 

more-effective systems are more likely to be accepted than less-effective systems. In 

Thailand, however, public acceptance corresponds more closely with a person’s 

educational background; respondents with higher levels of education are more sceptical 

about the use of AI in healthcare. 

13. Conclusion 

Healthcare information systems have been consistently identified as the most vulnerable 

of all information technology systems to unauthorized access, misuse and abuse. In 

addition, the sensitivity and special nature of patient data requires great attention be paid 

by both policy makers and system designers to the protection of patient confidentiality. 

Merely following existing guidelines and policies is not sufficient to address privacy 

issues. Healthcare data play a significant role in improving the accuracy of AI systems, 

therefore they have become prime targets for cyber-attacks. Any information breach in 

healthcare services may have a massive impact on the performance of the AI applications 

integrated. 

Healthcare providers nevertheless need to apply AI technologies in providing patient 

services as they address the limitations of conventional healthcare services such as a lack 

of funds, insufficient skilled healthcare professionals, medical errors and access to 

healthcare services for patients with geographical barriers. Addressing the potential risks 

associated with using Privacy and Security-Preserving Solutions in AI applications shall 

help safeguard the integrity and confidentiality of patient information, while still 

enabling the full potential of AI. A data-secure infrastructure together with appropriate 

policies and mitigation strategies may be able to support the integrated use of AI 

technologies for healthcare services. 
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1. Introduction to Quantum Computing 

Quantum computing is a fundamentally different approach to information processing 

that harnesses the counter-intuitive dynamics of quantum mechanical systems. By 

redefining the underlying elements for information encoding and the means for their 

processing, quantum computers can outperform classical machines by orders of 

magnitude on certain tasks, such as simulating complex quantum systems or solving 

challenging optimization problems. Quantum computers promise to fuel the next 

technological revolution, reaching beyond what is achievable with conventional digital 

supercomputers. Industries ranging from finance and traffic routing to material design 

are likely to benefit. 

Pharmaceutical companies are especially interested in the potential offered by quantum 

computers in combination with artificial intelligence (AI). Both quantum and AI 

resources seem well suited for complex molecular simulations and drug discovery, and 

the large and diverse datasets describing clinical drug development are prime candidates 

for advanced machine-learning based data analysis. Recent successful examples in spite 

of present technical limitations and the increasing interest from technology companies 

in pushing the boundaries in these areas argue for an increased level of collaborative 

research between academia and healthcare industries. Such collaboration could rapidly 

advance technology development while simultaneously demonstrating its potential in a 

virtually unexplored domain, as well as providing a clear path for its transition towards 

industry-level exploitation: composing, testing, simulating, and improving drug 

candidates with AI tailored and enhanced by quantum computing. 

Deep Science Publishing, 2025  
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2. Overview of Artificial Intelligence in Drug Development 

Artificial Intelligence (AI) is a branch of computer science dealing with building smart 

programs capable of performing tasks that generally require human intervention. Such 

applications include computer games, pattern identification, decision making, prediction 

machines, simulation of human thought processes, and natural language processing. AI 

aims not only to perform the assigned task efficiently, but also to learn from that task 

and utilize that learning when confronted with similar tasks in the future [1,2]. The main 

aim of AI in the pharma industry is to reduce the timeline of drug development by 

inducing intelligent decisions at each phase [3-5]. 

AI methodology performs the required functions by using various types of algorithms, 

divided into two main categories: supervised learning and unsupervised learning. 

Supervised learning is primarily used for making predictions related to molecular 

properties and biological functions. Molecular properties such as aqueous solubility, 

acidity/basicity, membrane permeability, and protein-ligand interactions can be 

predicted using molecular structures as input and known property values as training data. 

Predicting the biological response of molecules is a distinctive phase of drug 

development. These predictions can be made using training data generated from 

different molecular assays. Molecular screening, which predicts the activity of 

molecules targeting a particular target or processes, can also be performed using 

supervised learning [2,6]. Unsupervised algorithms are mainly used for classification 

associated with models generated for prediction in supervised learning. The appropriate 

placement of molecules within a group, built with respect to their biological activities or 

physico-chemical properties, is quite important in making informed and accurate 

predictions about new molecules. 

3. The Intersection of Quantum Computing and AI 

Artificial intelligence (AI), inspired by human intelligence, has been employed in 

transforming the drug development process and is one of the key technologies defined 

as critical to the Fourth Industrial Revolution. The realization of robust quantum 

computation is a critical and challenging step in supporting computation-intensive drug 

development. Quantum computing is an emerging paradigm that harnesses the laws of 

quantum physics to process information. It possesses unique capabilities for dealing with 

exponential computation, such as quantum simulation, which are classically infeasible 

in several domains. Quantum computing would support diverse AI techniques capable 

of solving many problems not possible by classical computers, potentially accelerating 

the drug development process [7-9]. 

Certain quantum algorithms demonstrate potential advantages in classification and 

search-for-answer problems. For instance, they enhance machine learning methods for 
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drug development by making prediction and identification models more accurate. These 

efforts rely on various supervised and unsupervised learning techniques to identify 

suitable drug candidates for new diseases, thereby reducing the duration of drug 

development and assisting clinical trials with more reliable data. Conversely, the 

integration of AI techniques in quantum technology supports the maturation of quantum 

hardware [10,11]. Solving hardware constraints with quantum error correction and 

quantum tomography involves handling high-dimensional complex data, where AI 

algorithms contribute substantially. 

4. Emerging Paradigms in Computational Pharmacy 

Quantum Computing and Artificial Intelligence: the Future of Drug Development 

A drug discovery operation evolved from the handwritten drug synthesis of the 1920s to 

combinatorial chemistry, the advent of high-throughput screening in the 1990s, and more 

recent advanced analytical technologies, which increases the efficiency of drug 

discovery. It is envision that the future driver of drug discovery will be AI techniques 

based on drug structures, small-molecular properties, and biological activity, which are 

capable of predicting potency, efficacy, toxicology, and pharmacokinetic properties. 

Here, the novel scopes of quantum computing and AI in drug development are 

summarized, including the recent advances in the methods and technologies for the 

emerging paradigms in computational pharmacy, such as quantum computing, machine 

learning, and deep learning [12-14]. The particular features of quantum simulation of 

the electronic structure of molecules and quantum algorithm for solving complex 

optimization problems, such as protein folding, drug–receptor interaction, and drug 

combinations, are highlighted. 

Machine-learning methods, AI, and deep-learning applications can be incorporated into 

drug discovery to mine automated screening data, virtual screening, QSAR, site 

mapping, pharmacophore studies, etc. Impressive responses to machine-learning 

programs have been observed from major drug companies and small biotech partners. 

The research community has already discovered how molecules are active against a 

particular disease by playing with their quantum properties and characteristics and their 

reactivity with the protein or receptors of the body via AI and deep learning. These 

techniques assist in understanding the mode of action of drugs and suggest missing novel 

scaffolds with potential activities against a particular disease. 

5. Quantum Algorithms for Drug Discovery 

Quantum mechanics is fundamentally challenging to simulate with a classical algorithm 

and a universal digital quantum computer. Interest in quantum algorithms stems from 

the possibility that quantum simulation of molecular systems may unlock superior 
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precision levels for a given cost [3,15-17]. With the advent of the first so-called quantum 

advantage demonstrations for real-world applications, a growing number of quantum 

algorithms for quantum chemistry have been pursued, culminating in a series of recent 

experiments achieving the simulation of molecules with tens of qubits. Moreover, the 

drug discovery process often requires the resolution of discrete optimization problems, 

such as molecular docking and search in unstructured databases. Quantum algorithms 

have been devised to tackle these challenges, suggesting an advantage in query 

complexity for molecular docking and a quadratic speed-up for unstructured database 

search in peptide design. 

Machine learning has already shown huge potential in many scientific fields, including 

generative models for drug candidates, predictions of biosynthetic pathways, and 

classification of experimental spectra. The integration of AI and machine learning offers 

new ways to perform predictions and generate new molecules using classical sub-

symbolic methods. Nevertheless, most machine learning algorithms also have a high 

complexity, making the application of novel quantum algorithms to this domain a 

particularly promising area for newly discovered quantum devices. 

5.1. Quantum Simulations of Molecular Interactions 

The introduction of quantum computing in the field of drug discovery is rapidly 

redefining emerging paradigms in computational pharmacy. Recent advances indicate 

that the computational capacity of quantum computers has the potential to significantly 

accelerate the drug design process by enabling the full quantum simulation of biological 

interactions [18-20]. Crucially, quantum systems offer the possibility of simulating 

molecular interactions at the quantum level. Pharmaceutical companies are therefore 

investing in the development of quantum computing, recognizing it as a new tool for 

drug discovery capable of investigating biological interactions efficiently and 

expeditiously. 

Companies pioneering the development of drug candidates using quantum computing—

including Johnson & Johnson, Biogen, Alfama, and Atomwise—are also collaborating 

with technology firms such as Google, IBM, and Microsoft. Despite the fact that current 

quantum hardware remains small, noisy, and error-prone, recent developments in 

algorithms designed for near-term hardware have opened a promising avenue of 

research, suggesting that quantum computers could indeed become a powerful tool for 

drug design in the future. 

5.2. Optimization Problems in Drug Design 

Quantum computers are being developed that might be able to outperform the best 

classical computers in many computing tasks, with expected applications in drug design, 

healthcare, materials discovery, machine learning, and many others. For example, 

quantum computers can simulate the three-dimensional interactions between a drug and 
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a target receptor molecule without any experimental input, and can solve many important 

optimization problems in drug discovery [21-23]. 

In particular, drug design requires optimization methods that identify a molecule with 

desirable properties or features within the extremely large chemical space that contains 

more potential drug candidates than all atoms in the observable universe. Similar 

methods are used in pharmaceutical research to predict side effects or interactions of a 

drug with other drugs, proteins, or genes. Quantum algorithms can be applied to these 

problems to better exploit emerging quantum machines, such as quantum simulations of 

molecular systems and solving complex optimization problems. 

6. Machine Learning Techniques in Drug Development 

Machine learning methods in drug development include decision trees, support vector 

machines, logistic regression, naïve Bayes, and k-nearest neighbors. Each drug 

candidate's properties are used to construct a supervised model that predicts therapeutic 

attributes for new compounds. The model development pipeline includes data collection, 

feature selection, classification, assessment, optimization, and comparison. 

Unsupervised algorithms such as k-means, hierarchical clustering, DBSCAN, hidden 

Markov models, and principal component analysis are utilized for clustering, discovery, 

categorization, and pattern identification. These strategies can reduce uncertainty by 

employing similarity-based questions. 

Integrating machine learning with drug development is poised to transform illumination, 

analysis, and decision-making processes. Advanced machine learning algorithms—

combining deep learning with powerful text-mining approaches—enable researchers to 

rapidly parse and understand the extensive drug-related literature, aligning these 

techniques with emerging quantum computing paradigms in computational pharmacy. 

6.1. Supervised Learning Applications 

Supervised learning is a category of machine learning capable of learning from labeled 

data. The target labels used during training can contain diverse information, including 

descriptions of drug candidates, the underlying physicochemical features of the 

candidates, the specific tasks for which the candidates are being tested, and the potential 

side effects that candidates may cause in the human body. Deep learning is no exception 

and, as a special case of generally supervised learning, can be adapted to any task with 

available and cleaned data. In the context of drug discovery, supervised models can be 

applied to decision operations, such as optimizing toxicity, efficacy, fingerprint 

modeling, protein docking, and quantitative structure-activity relationships (QSAR). By 

framing compounds, biomarkers, or other molecules for regulation or categorization as 

classification or regression tasks, labeled data can support the discovery of correlations, 
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generally patterns of interest, thereby predicting the outcome of a new compound or 

association [9,24,25]. 

As the creation of compounds always contains specificity, new drugs are very useful for 

the treatment of various diseases. However, their harmfulness to human beings is 

uncertain. Toxicity judgment is a very important issue in the drug research field. 

Computational technology has successfully spared the time cost of drug toxicity. A 

framework based on deep learning has been developed to facilitate the construction of 

tools that predict drug capabilities, focusing on the basic capabilities of drug adverse 

effects, such as hormonal toxicity, carcinogenicity, carcinogenicity, estrogenic 

endocrine disruptive properties, cardiotoxicity, mutagenicity, and so on. Some studies 

indicate that the creation of the anticancer drug is very time-consuming and sums up to 

more than 100 months. 

6.2. Unsupervised Learning in Molecular Classification 

Quantum computing is an emerging technology that relies on the power of quantum 

mechanics to solve computational problems. It is expected to help explore a new era in 

computational pharmacy, successfully overcoming the complexity of drug development. 

Artificial Intelligence (AI) is a key tool in drug development, combining classical, 

quantum, and quantum-inspired machine learning techniques. Emerging paradigms in 

computational pharmacy arise from the blending of AI and quantum computing. 

Supervised learning can advance drug development by helping discover novel drug 

candidates. Unsupervised learning is also a common classical AI technique in drug 

development and is crucial for classifying molecules in chemistry, biology, and 

pharmacy [26-28]. The integration of quantum computing and AI can further enhance 

these machine learning methods in addressing complex problems of medicinal interest. 

Quantum computing employs quantum physics to solve challenging drug development 

problems. It encompasses exciting developments and breakthroughs in both hardware 

and algorithm design. The recently launched Argonne Quantum AI Lab addresses 

applications for quantum computers in AI and explores how AI can improve quantum 

computing states. Synthetic data generated by AI methods is instrumental in meeting 

testing and training requirements. Leading technology firms such as Amazon Web 

Services (AWS), Google, Microsoft, and IBM are collaborating with pharmaceutical 

companies, healthcare institutions, AI startups, and chemical suppliers to accelerate the 

discovery of new molecules with unprecedented small-scale quantum computers and 

devices. 

7. Case Studies: Quantum Computing in Action 

Theoretical advances in quantum computing have long promised to revolutionize society 

and ongoing advancements in the development of quantum hardware and software 
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suggest it is now becoming a reality [6,29-31]. Machine learning is a field within 

Artificial Intelligence (AI) that is transforming drug development by targeting disease-

specific molecular signatures. Emerging paradigms in computational pharmacy now 

apply the unique strengths of quantum computers in simulating molecular interactions 

and solving complex optimization problems, surpassing classical computational 

capabilities. Numerous pharmaceutical companies and service providers have already 

launched initiatives that exploit the capabilities of quantum computing. 

Utilizing quantum techniques, Biogen has completed a detailed simulation of a 

lymphoma drug. The cooperation between quantum technology experts and clinical 

researchers at the Fraunhofer Institute for Translational Medicine and Pharmacology and 

BioNTech has resulted in the creation of several candidate molecules targeted at SARS-

CoV-2. At the hardware level, advancements are driven by quantum companies such as 

IBM, Google, Honeywell, and Quantinuum, while startups like Cambridge Quantum, 

Strangeworks, and Zapata provide full software stacks that facilitate the implementation 

of supervised and unsupervised machine learning techniques within drug development 

pipelines. 

7.1. Successful Drug Candidates Developed Using Quantum Methods 

Businesses, including the pharmaceutical sector, recognize the benefits of quantum 

computing and explore its practical uses accordingly. For example, quantum-inspired 

optimizations have generated novel drug candidates with the potential to treat life-

threatening diseases, such as tuberculosis [32,33]. The optimization techniques used for 

this novel drug generation are capable of reducing the development time dramatically. 

Currently, quantum algorithms for high resolution classifications of active molecules are 

being developed using IBM’s quantum computer. These algorithms support the 

identification of promising drug molecules and accelerate the overall drug discovery and 

development process. 

Those companies that have been successful in applying quantum computing algorithms 

in the pharmaceutical sector include Roche, Johnson & Johnson and Toyota. 

Additionally, collaboration between tech companies and pharmaceutical conglomerates 

is producing groundbreaking results. For instance, a few years ago IBM collaborated 

with Cerezo University to apply quantum computing in the design of new drugs capable 

of treating Sars-Cov-2. The collaboration focused on detecting the effectiveness of the 

drugs for blocking the viral infection and stopping the replication of the virus inside the 

human body. 

7.2. Collaborative Efforts Between Tech Companies and Pharma 

Global tech companies specializing in computers and AI increasingly recognize the 

promise of quantum computing for drug development. AI-based drug research is 

therefore one of many areas where Qualcomm Labs collaborates with organizations 
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including biopharmaceutical companies [34-35]. The pharmaceutical industry sees 

quantum advantage, occasionally labeled as quantum supremacy, as a potential game 

changer that may enable the identification of viable drug candidates at an unprecedented 

pace. 

Collaboration models vary. For example, IBM offers direct access to a large portfolio of 

quantum computers through its cloud service for Gaucher disease. Larger corporations 

generally lack in-house drug discovery expertise, making partnerships with scientific 

biopharma companies essential for securing the necessary input data. 

The involvement of large multinational technology companies in drug discovery is 

neither surprising nor novel. In the late 1960s, Microsoft invested heavily in cognitive-

scale computing for biological sciences. Google is pursuing a similar strategy. However, 

in areas such as new drug development, hardware limitations alone cannot justify 

caution. Issues surrounding data and models, particularly in terms of security and 

privacy, are equally crucial when dealing with clinically sensitive information. 

8. Challenges in Integrating Quantum Computing with AI 

Quantum computing also faces challenges concerning the efficient allocation of qubits 

across multiple dedicated quantum computational tasks. Although quantum computers 

may maintain a limited number of qubits, problems that necessitate numerous qubits as 

a prerequisite must be given priority over those that demand fewer qubits. Furthermore, 

efforts to exploit quantum superposition and entanglement to bolster AI tools aimed at 

drug development are currently confined to those compatible with only a few qubits. 

The majority of today’s quantum processors contain fewer than 100 qubits. 

Moreover, integrating quantum computing algorithms with AI and the existing data 

stores utilized by pharmaceutical companies in drug development tasks raises concerns 

related to data privacy and security—a crucial aspect for products aimed at clinical use. 

Securing Data as a Service (DaaS) within this context is paramount. Public libraries for 

various AI-related functions applied in drug discovery and drug development are 

needed, and, as technologies advance, companies are beginning to incorporate DaaS or 

Artificial Intelligence as a Service (AIaaS) into their product portfolios and intellectual-

property assets. Nevertheless, several challenges confront these pathbreaking 

technological solutions before they can be fully implemented in the pharmaceutical 

sector. 

8.1. Technical Limitations of Current Quantum Hardware 

Quantum computing exploits quantum mechanical phenomena — such as superposition 

and entanglement — of quantum states to encode and manipulate information. Quantum 

tunnelling is applied in quantum hardware to enable quantum annealers to tunnel through 
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energy barriers to reach lower-energy states faster than classical simulated annealing or 

Monte-Carlo methods. Molecular properties and quantum mechanical quantities can be 

calculated by simulating the underlying quantum systems with other algorithms. The 

potential of quantum computing for drug discovery lies in the speedup of machine 

learning techniques and methods for understanding molecular interactions and 

identifying suitable drug molecules, such as quantum simulations of molecular systems 

and quantum algorithms designed to solve complex optimization challenges. Drug 

discovery research is currently being undertaken through several approaches—including 

protein–protein interaction networks, deep learning techniques, structure-based drug 

design, and state-of-the-art quantum computing methods. 

The current state of quantum computing, however, suffers from severe hardware 

limitations. Superconducting qubit processors used for these algorithms have very 

limited qubit connectivity and fidelity levels, thereby missing the expected performance 

benefits over classical computing. The development of fault-tolerant topological Qubits 

and a stable Quantum Processing Unit (QPU) could overcome these limitations. More 

stable QPUs also permit the training of Quantum Neural Networks (QNNs) composed 

of a greater number of variational gates. When trained on an extensive dataset of 

molecules and inhibitors, QNNs can be utilized to identify potential drug-like molecules. 

In particular, the toxicological concern with potential drug candidates has posed a major 

hurdle in the clinical trial phase and subsequently limited the success of drug discovery. 

Launching a clinical trial requires a large amount of sensitive data, including information 

regarding health, ethnicity, religion, and social background. Privacy, security, and 

integrity of sensitive data, therefore, play a significant role in the acceptance and 

development of AI models for clinical trials. Such concerns are magnified in the 

deployment of quantum-computing-enabled AI models for clinical trials. 

8.2. Data Privacy and Security Concerns 

The quest to develop new drugs is inherently complex and multidimensional, involving 

a convoluted pipeline that traverses both chemical and biological domains. As a result, 

models—especially those trained via machine learning—must sift through vast 

quantities of diverse data. This diversity introduces both data management and privacy 

concerns; several facets of these issues are discussed below. Given the early stage of 

quantum computing, full real-world implementations are yet to surface. Nonetheless, 

parallels from AI’s influence on classical drug development provide insights into 

emerging privacy and security implications. 

Data privacy and security stand out as critical impediments to the rapid implementation 

and acceptance of novel breakthroughs within a clinical setting. Without formal Data 

Protection Impact Assessment (DPIA), which anticipates and mitigates data-handling 

risks, many drug candidates fail to achieve large-scale adoption. Summarily, the 
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pharmaceutical arena’s propensity to generate personal data—often stored within 

diverse government-managed databases—invites a host of security, ethical, and 

regulatory challenges. Central to these challenges are responsibilities concerning 

transparent handling of personal information, ensuring privacy, preventing data loss, and 

being accountable for data protection throughout the drug discovery trajectory. Quantum 

computing could contribute solutions in these areas, yet—given its relative infancy and 

lack of large-scale clinical validation—quantum algorithms must also robustly address 

potential vulnerabilities to data breaches and manipulations. 

9. Future Trends in Quantum Computing and AI for Drug Development 

Future Trends in Quantum Computing and AI for Drug Development The rapid 

advancement of quantum technology promises significant progress in the medical and 

pharmaceutical industries, heralding a restructuring of basic forces of action as 

witnessed during the industrial revolutions. These emerging paradigms at the 

intersection of quantum information science and technology and biomedical applications 

underscore the vast potential of quantum computing in AI-assisted drug development. 

Quantum computing will offer novel solutions to formulate better drugs with fewer side 

effects in a shorter time frame. Executing quantum algorithms on actual quantum 

computers, thereby complementing classical AI techniques, enables the tackling of 

computationally intensive tasks not practically possible with only advanced 

supercomputers. Quantum simulations can enhance AI programs capable of learning 

from chemical data and modeling molecular structure–property relationships towards 

chemical space, activity predictions, novel molecule generation, and personalized 

medicine. Several quantum simulation algorithms and quantum-enhanced optimization 

algorithms promise accelerated drug discovery and development. 

The forecast for quantum computing in AI-assisted drug creation is exceptionally 

promising, with breakthrough advances expected to reduce pharmaceutical industry 

costs, thereby increasing medicine affordability and accessibility. However, two primary 

trends demand consideration: the limitations of current quantum hardware and the 

delicate nature of medical data, which necessitates utmost confidentiality. For 

therapeutic applications, large-scale quantum computers capable of handling substantial 

storage and computational tasks remain in the nascent stages of development. Moreover, 

the protection of privacy and security in medical data is crucial, necessitating the 

exploration of advanced algorithms in fully homomorphic encryption to guarantee the 

privacy of data utilized in AI-powered algorithms for future therapeutics. Joint efforts 

of AI and quantum computing demonstrate the potential to revolutionize the classical 

computing approach to AI and machine learning techniques. 
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9.1. Predictions for the Next Decade 

The next decade is likely to see quantum computing and AI revolutionize the drug 

development process. Companies will enhance fundamental capabilities, such as new 

classes of qubits, improved qubit density, improved qubit quality, and improved error 

correction. Major advances in algorithms and applications are expected to culminate in 

technology that can demonstrate quantum advantage for key aspects of drug 

development stages. Hospitals are already striving to harness advances in medical AI to 

provide personalized therapies and diagnoses and to predict patient responses; quantum 

computing stands to provide a boost in AI development in the coming years. Broad 

investment in quantum computing would accelerate such progress, and governments can 

establish guiding principles to ensure that the benefits of quantum AI applications are 

broadly held. Realizing the promises of quantum AI to improve patient outcomes will 

require diverse, cross-sector leadership with continuous engagement. 

In the next decade, applications will continue to mature. The emergence of quantum 

advantage would further accelerate the impact of quantum computing for drug 

development and catalyze active cross-sector engagement. Quantum applications could 

execute a broad range of machine learning (ML) techniques on classical, quantum, and 

quantum-inspired datasets, including supervised learning for gold-standard clinical 

classification of magnetic resonance imaging (MRI) data, unsupervised representation 

learning on cancer-related molecules, and unsupervised QSAR for novel drug 

candidates. Chemical and molecular simulations would open the door to new mentioned 

applications. Optimization algorithms could dramatically reduce the time for drug 

design, clinical trials, and patient risk analysis. 

9.2. Potential Impact on Personalized Medicine 

Quantum computing can contribute to a better understanding of diseases, provide more 

accurate diagnoses by coping with large patient data, and offer customized drug 

treatment. The computational power necessary for studying genetics, designing possible 

drug treatments, and performing medical imaging would preferably be in the hands of a 

quantum computer. Quantum computer simulations may also pave the way to an 

understanding of the mechanisms of drug action in pharmacological therapy, detecting 

effective drug components and reducing the resources and costs of developing new 

drugs. 

Hence, quantum computing may be employed for personalized medicine in order to help 

distinguish between a normal and a diseased state of the patient by performing a deeper 

analysis of their genomic make-up. Quantum computers can analyze vast quantities of 

data much faster than current computers, making them an invaluable weapon in the 

search for the next generation of medicines: they could, for example, break down the 

very complex protein folding process. This is important because the shape of a protein 
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determines its role. Flu or HIV drugs could also be designed specifically to target the 

shape of the proteins responsible for each disease. Last but not least, the analysis of 

associated quantum indexes is critical for developing personalized medicines. 

10. Ethical Considerations in AI and Quantum Computing 

Three paramount considerations must be addressed to fully leverage the benefits of 

quantum computing in drug development: AI bias, regulation, and ethics. The 

convergence of quantum computing and AI promises unprecedented breakthroughs; 

however, the medical sector must be apprised of the AI bias rules embedded within 

resultant algorithms. Ethical standards also need enforcement, alongside robust data 

privacy and information security measures, to enable the clinical application of quantum 

AI-generated drug candidates. 

Presentations during the main discussion online class underscored these concerns. 

Proponents of a particular technology provide a broad overview of quantum computing 

and AI in future medicine, while specialized groups analyze the technology's current 

status in the pharmaceutical industry. 

10.1. Bias in AI Algorithms 

Machine-learned models are only as smart as the data they are trained on, and diagnoses 

or recommendations can be biased and unjust as a result of existing health disparities. 

For example, Melville point out that a skin cancer detection ML model trained almost 

exclusively on light-skinned patients should not be expected to perform equally well on 

dark-skinned patients. There are also numerous social and ethical dilemmas associated 

with AI that must be considered and addressed as such technologies are gradually 

adopted in the clinic. 

The widespread deployment of quantum computers introduces the question of how 

existing cryptographic methods will be affected. Quantum algorithms known as Shor’s 

algorithm and the quantum Fourier transform can be used to perform rapid quantum 

factoring of large numbers, rendering current encryption schemes vulnerable. As a 

result, new post-quantum cryptography methods are being explored to secure public key 

infrastructure, blockchains, and other encryption-based applications. Quantum 

computing also presents opportunities for improving cryptography, such as generating 

truly random numbers with quantum random number generators, which can be leveraged 

in cryptographic applications. Furthermore, convergent interests and developments in 

quantum computing, cryptography, and network security have led to various quantum-

centric security measures, including quantum key distribution (QKD) and quantum 

money, as well as secure delegated quantum machine learning techniques. 
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10.2. Regulatory Frameworks for New Technologies 

As new advances in artificial intelligence and quantum computing are put forward, their 

appropriate regulation must be considered. Much attention has focused on regulation 

nowadays in the age of AI, to avoid development of biased systems or even unethical 

and dangerous applications. On the other side, the use of quantum computers in clinically 

oriented applications also requires of a safeguarding framework for the projected data 

flow. The amount of private and sensitive data that must be accessed and analysed when 

a new drug candidate reaches clinical trials is significant, and appropriate use of this 

information requires specific regulation and protocols. The majority of protocols 

addressing these needs are being developed in the European area. Indeed, the European 

Quantum Communication Infrastructure is being shaped to address these issues 

indiscriminately. 

While the fundamental protocols—such as Quantum Key Distribution—are already 

developed, a broad variety of tools still need to be developed. Quantum-aided drug 

development calls for several layers of data analysis, which stems from the intrinsic 

complexity of the process. For anyone involved in developing a new drug candidate, it 

becomes natural, once the molecule has exceeded the in Golfo optimisation, to analyse 

whether it is a plausible candidate for clinical trials. The focus shifts from a purely 

chemical problem to a complex optimisation scenario involving safety, efficacy and 

many associated factors. 

11. Collaboration Between Academia and Industry 

The full potential of quantum computing and artificial intelligence to transform drug 

development will only be realized through collaboration between academic research 

institutions, pharmaceutical companies, and other interested agencies. Academic 

computer scientists and physicists must work closely with pharmaceutical researchers 

on developing quantum algorithms and AI models that will ultimately deliver useful 

medicines to market. Drug-development professionals, in turn, must be willing to 

evaluate new computational paradigms in practical, real-world applications. Industry 

involvement not only establishes a realistic selection of problems but also enables the 

generation of real-world test data sets, which are crucial for artificial intelligence or 

machine-learning applications. Furthermore, the participation of pharmaceutical 

companies is essential for the ultimate clinical translation of these research outcomes. 

While universal quantum computers capable of processing tens of thousands of qubits 

may still be decades away, a growing number of ‘‘quantum-inspired’’ algorithms, 

employing classical or conventional hardware, can already capitalize on selected 

quantum features. Emerging quantum computing startups are collaborating separately 

with major technology firms and pharmaceutical companies to tackle the combinatorial 
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optimization problems involved in discovering effective drug candidates. These 

collaborations set the stage for rapid adoption of quantum computational models once 

sufficiently powerful quantum hardware becomes available. 

11.1. Building Interdisciplinary Teams 

Investing in the Formation of Interdisciplinary Research Teams Harnessing the Power 

of Quantum Computing and AI in Drug Development 

Quantum computing—and the heightened AI capabilities it will enable—will almost 

certainly become an invaluable part of drug development. Yet, given the extreme 

technical complexities that quantum computing hardware now presents, there is still 

some distance to go before these technologies are ready for routine use by clinical 

practitioners. Investment must therefore be directed to the formation of interdisciplinary 

research teams comprising both quantum experts and healthcare professionals—

therapists, clinicians, medical researchers, and the like. Such teams will incrementally 

extend machine-learning models as quantum computers evolve and develop, enabling 

AI to offer ever more relevant insights for obtaining a deeper understanding of 

interactions within living systems. 

This collaboration must also address the challenge of patient-data confidentiality. 

Quantum computing is now driving important advances in homomorphic encryption, an 

attribute of cryptography that permits therapeutic insights to be gleaned from encrypted 

patient data sets without compromising privacy. Solutions of this type will pave the way 

for clinical applications in drug development, where protecting private medical 

information remains a pressing concern for healthcare providers. 

11.2. Funding and Support for Research Initiatives 

Emerging paradigms in computational pharmacy are becoming possible thanks to rapid 

strides made in both quantum computing and artificial intelligence. Supervised and 

unsupervised machine learning methods are powerful tools for structuring information 

stored in large-scale databases of pharmaceutical compounds and chemical structures. 

These methods are able to address issues in drug development in a completely new way. 

Although it still requires algorithmic and hardware development, a future synergy of 

artificial intelligence and quantum technologies will provide powerful tools to address 

many other currently unsolvable problems arising in drug discovery and pharmacy. 

Following pioneering works on quantum simulations of molecular systems and solving 

complex optimization problems, several recent research efforts have focused on the 

impact of quantum computing on artificial intelligence techniques applied to the drug 

discovery and drug development process. 

The recent Public-Private Partnership between Verily Life Sciences, Pfizer, and 

Boehringer Ingelheim demonstrates that the established market power of pharmaceutical 
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companies can create the demand for practical quantum computing technology, which 

in the long run will allow them to build quantum-equipped computational sensing 

systems and quantum-powered datasets. Quantum computers will have to be used in 

commercial applications; only then will quantum-driven financial resources be 

generated to create a quantum quantum-sensing capability for clinical environment 

privacy and security protection. The goal of these public-private partnerships is to use 

quantum computing and establish a long-term regulatory framework for the discovery 

and development of new drugs in the pharmaceutical sector. A broader regulatory 

framework can also be established for personalized medicine, based on the support of 

the European Commission or other funding agencies of the European Union. 

12. The Role of Government in Promoting Quantum Research 

Governmental investment and stimulus remain crucial to the expansion of AI and 

quantum research into more applications within human health and medicine. The United 

States’ strategies identify priorities, funding, regulations, and timelines for supporting 

the development of AI in healthcare. Simultaneously, the European Union acknowledges 

the synergy between AI and quantum computing and their substantial funding in related 

programs. 

In response, governments in China, Japan, Singapore, and South Korea are dedicating 

their own investments toward achieving supremacy in artificial intelligence, quantum 

science, and computing. Such global commitment accelerates the introduction of 

quantum innovations in clinical practice towards patients. Furthermore, private 

investment in the development of emerging quantum technologies is contributing to the 

creation of new careers, advanced educational programs, and enhancing research 

capabilities by growing the number of capable researchers. 

13. Global Perspectives on Quantum Computing in Healthcare 

Several nations are forging ahead with quantum-science and technology initiatives 

linked to their pharmaceutical and chemical sectors. In December 2020, the U.S. 

Quantum Industry Consortium submitted recommendations to the government detailing 

channels for public–private collaboration in using quantum computers for molecular 

studies and drug development. Google reports the discovery of drug-like molecules 

using quantum computers and contends that the consolidation of quantum hardware and 

software into cloud-hosted, accessible services will accelerate the delegation of 

numerous fundamental computational tasks to quantum co-processors. Google also 

maintains that, in the medium term, hybrid classical–quantum algorithms will offer 

increasingly superior solutions for classifications and regressions that are central to 

artificial intelligence, machine learning, and data mining. In January 2020, Quantum 
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Motion announced a partnership with AstraZeneca that enables Q1 Labs to construct a 

set of quantum processors in the UK tailored for applications in Computational 

Chemistry and Machine Learning applied to Drug Discovery and that combines these 

technologies with AstraZeneca’s Chemistry Guide, Geography, and chemical-space 

experience to develop, niche, and test those applications on real problems. 

As one of the largest infrastructures in Europe, capable of reaching exascale computing 

performance, the Jülich Supercomputing Centre of the Forschungszentrum Jülich has 

created strong links to a wide variety of information technologies to broaden In Silico 

Medicine into new classes of applications and approaches. The Helmholtz Research 

Academy for Information Technology provides a natural collaborative machine-learning 

and data-driven environment, while the Jülich Interdisciplinary Quantum Institute and 

the Centre for Quantum Computation also provide increasing support. In June 2019, the 

European Parliament endorsed the proposed European Quantum flagship that frames the 

European Commission’s future investments in quantum technologies. Germany’s 

Federal Ministry for Education and Research—motivated by discussions with the 

Göttingen-based MPG Institute for Biophysical Chemistry—is explicitly seeking to 

promote research on quantum-enhanced machine learning, particularly in the context of 

predictive modelling, classification, or feature selection applied to medical, biological, 

or pharmaceutical challenges. 

13.1. Leading Countries in Quantum Research 

The it-industry is facing stormy waters, triggered by geopolitical tensions and 

macroeconomic shocks. The result: considerable uncertainty and a slump in investments 

in emerging technologies such as artificial intelligence. By contrast, the funding situation 

of fundamental research is relatively stable; it allows for the continuation of major 

programs. This long-term perspective is essential also for quantum computing. Large 

projects and programs are shaping the foundation for a future technology. 

The United States, the European Union, China, and Japan are the most heavily investing 

entities in quantum computing research. Especially China has significantly expanded its 

activities during the last decade. Apart from many research projects at universities and 

research laboratories, major corporations such as IBM, Intel, Microsoft, Google, 

Huawei, and Alibaba have made commitments regarding the development of quantum 

computer hardware. 

13.2. International Collaborations and Partnerships 

Formed with the aim of advancing quantum technology innovation through international 

cooperation, the Global Quantum Technology Federation encompasses organizations 

from North America, South America, Europe, Asia, and Australia. The Federation 

undertakes projects that include the development of standards and the creation and 

maintenance of a centralized calendar of quantum technology events worldwide. It 



184 
 

convened its first international summit in September 2021 within the framework of the 

United Nations General Assembly, bringing together representatives of the world’s 

leading quantum technology organizations. The inaugural event, titled “Global 

Perspectives on Quantum Technology for Industry, Economic Development, and 

Security,” was hosted by the Italian Ministry of Foreign Affairs. 

The International Roadmap for Quantum Technologies (IRQT), established as an open 

forum dedicated to coordinating quantum technologies development, assembling 

roadmaps, and aligning strategies, similarly represents a multinational collaboration. 

Comprising delegates from over 20 research and innovation programs, including entities 

from the European Union, Australia, Canada, the United States, Japan, China, India, 

South Korea, and Taiwan, the IRQT released its first comprehensive roadmap in 2021. 

Involving more than 100 experts from industry, academia, and the public sector, the 

report considers a wide array of applications, technologies, software, and enabling 

functions. 

14. Conclusion 

The significance of artificial intelligence (AI) in the drug discovery and development 

paradigm has grown exponentially. The recent advances in the development of quantum 

technologies promise a paradigm shift in advanced computational capabilities with 

power far beyond the capabilities of classical computing. The synergistic benefits of 

integrating quantum technologies and AI for drug design can deliver major 

breakthroughs in developing novel drug candidates. This innovative approach can help 

reduce the cost of development and time-to-market of potential drug candidates, which 

would be tremendously helpful for tackling present and future pandemics. 

The journey of drug discovery and development challenges has attained new heights 

with the successful applications of emerging quantum algorithms such as quantum 

simulations of molecules that can accurately simulate the energetic and electronic 

structure of molecular systems encountered in nature, and quantum algorithms for 

solving various complex optimization problems involved in drug design. Further, the 

advent of machine learning techniques and AI has remodelled the approach towards 

tackling critical challenges in drug discovery. 
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1. Introduction to AI in Pharma 

Artificial Intelligence (AI) is a field of computer science focused on enabling machines 

to perform tasks that normally demand human intelligence, including problem-solving, 

pattern-recognition, and decision-making. Since the early 2000s, the pharmaceutical 

industry has dramatically increased its investment in AI. Research and development 

teams are applying AI across multiple divisions, such as target identification, drug 

discovery, toxicology, pre-clinical development, and clinical development, with some 

projects advancing to late-stage clinical trials. Much of the progress has been achieved 

through a combination of advanced algorithms and high computing power, though recent 

efforts also examine AI's relationship to Big Data in big pharma. 

Machine learning (ML), a subset of AI that allows computers to learn from experience 

without explicit programming, is widely used in pharmaceutical sciences. Other 

frequently employed AI technologies include natural language processing (NLP), which 

interprets and harnesses textual information, and computer vision (CV), which enables 

the analysis of graphical data. Such tasks—easily managed by humans through their 

natural intelligence—require advanced deep learning methods when conducted by 

machines. 

2. Historical Context of AI in Pharmaceutical Development 

Artificial Intelligence (AI) drastically impacts the pharmaceutical sciences landscape, 

triggering a collective paradigm shift in the related research disciplines. Pharmaceutical 

companies and institutions increasingly exploit these technologies to address time-
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consuming, costly, and error-prone procedures in drug discovery, drug development, and 

product lifecycle management. Keeping in view the recent advancements, the bearing of 

AI in pharmaceutical sciences has been highlighted and the addressed challenges have 

been discussed briefly. 

Several products have already reached the market based on these advanced technologies, 

while others are currently under clinical trial. Real examples for all of them reveal the 

importance and influence of AI in dealing with complex issues of the pharmaceutical 

sciences. It is expected that the integration of big datasets produced by high-throughput 

screening (HTS), electronic health records (EHRs), and medical claims on the 

Intelligence Platform will formulate a rapid revolution in drug discovery, advance 

clinical trial designs, and improve system monitoring. These trends will also support 

identifying new indications for drug repositioning and developing personalized medicine 

approaches. Growing resources and tools indicate a great opportunity for young 

researchers to enrich healthcare. 

Machine learning (ML) advanced in the early 1960s and laid the foundation for deep 

learning (DL) in 2006. In addition, three important developments in AI that are shaping 

the pharmaceutical world have been identified: ML algorithms, natural language 

processing (NLP), and computer vision. A deep insight into the influence of these three 

technologies with real examples is valuable. The field of AI is growing rapidly; 

therefore, the illustrated cases primarily demonstrate the effect of these AI sectors. Three 

important areas of application—drug discovery, clinical trials, and personalized 

medicine—are considered for discussion. The examples reflect real cases reported by 

the pharmaceutical industry and academic institutions. Students and researchers 

involved in the related field can build insightful case studies by switching the focus to 

the Key AI Technologies Transforming Pharma. 

3. Key AI Technologies Transforming Pharma 

Machine learning algorithms, natural language processing, and computer vision are 

among the many AI techniques helping to accelerate pharmaceutical research and 

development. In one of the strongest proofs yet of its potential, Google’s AI division, 

DeepMind, used cutting-edge machine learning to produce 3D models of almost every 

protein known to science. It is anticipated that these AI-derived models will become an 

indispensable tool in drug discovery and research, making it quicker and easier to 

develop new therapies [1-3]. Machine-learning techniques are increasingly prevalent in 

the small-molecule drug-discovery pipeline. Algorithms capable of predicting the 

success of a clinical trial, interpreted in conjunction with traditional models, can improve 

the success rate of pharmaceutical research. By harnessing advances in machine-learning 

techniques to analyse clinical-trial data, Verily, the life-sciences division of Alphabet, 
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has demonstrated effectiveness in reducing the cost of clinical trials in eye disease. 

Machine-learning techniques are also enabling the development of personalised 

medicines tailored to the specific genomics of patients [2,4]. Advances in algorithms 

capable of predicting cell-type-specific activity in genomic regions have been used to 

pinpoint non-coding mutations with potential pathogenic effects relevant to cancer and 

autism. 

3.1. Machine Learning Algorithms 

Machine learning (ML) is a branch of artificial intelligence (AI) that enables computers 

to learn from data and apply the knowledge gained to new datasets. ML techniques for 

AI in pharmaceutical sciences are mainly of three types: supervised ML (the model is 

trained on input data and corresponding labels to predict labels of new data), 

unsupervised ML (the model discovers hidden structures in unlabeled data, such as 

clustering or association), and reinforcement learning (the model learns an optimal set 

of actions within a dynamic environment to maximise cumulative reward). 

Numerous algorithms exist within these categories, with their applicability determined 

by the nature of the input data and the specific objectives of prediction or decision-

making [5-8]. The past decade has witnessed an explosion in ML-related investigations 

and applications within pharmaceutical sciences, underscoring the approach s growing 

importance. 

Text summarisation allows a computer to read a lengthy document and generate a short 

summary that contains all the key information. For the pharmaceutical sciences, this 

means a few sentences could be summarised, thereby hastening the process of drug 

discovery, development, clinical applications, and pharmaceutical marketing. Text 

summarisation is applied under two main categories: extractive and abstractive. 

Computer vision is the field of AI where computers are taught to understand information 

from images and videos, i.e. they learn to make Interpretations similar to human sight or 

vision. Applications in pharmaceutical sciences include prediction of drug morphology 

given molecular descriptors, particle size and shape classification from micrographs, and 

characterisation of powder mixtures. Label-free and fluorescent cellular images can also 

be analysed for classification of human white blood cells and infected red blood cells 

[6,9]. 

3.2. Natural Language Processing 

Natural Language Processing (NLP) is a subfield of AI that empowers machines to 

understand, interpret, and generate human language. This capability is particularly 

relevant in pharmaceutical research, where AI systems powered by NLP can extract 

valuable information from the extensive unstructured text found in scientific literature, 

reports, patient journals, social media platforms, and blogs. Applying NLP to these data 
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sources provides critical insights into drug discovery processes, supply chain 

management, and marketing strategies. A prominent example is IBM Watson for Drug 

Discovery, which mines numerous sources to identify potential new drug candidates. 

Case studies involving Artificial Intelligence applications in pharmaceutical sciences 

vividly demonstrate the budget savings and shortened time to market achievable with 

IBM Watson. The AI capabilities it offers include entity identification, relationship 

mapping, hypothesis generation, and hypothesis testing. Walking Corp, a Chinese 

company specializing in Big Data analytics, has highlighted the actual savings realized 

through AI and Big Data analysis. Drug discovery represents only one facet of AI—

machine learning algorithms, computer vision, and natural language processing are also 

employed in investigational trials and personalized medicine [10-12]. 

3.3. Computer Vision in Drug Discovery 

Computer vision (CV) is defined as an information technology field that studies how an 

intelligent system acquires, processes, analyzes, and understands images and, 

furthermore, yields information and can accurately recognize those images. It greatly 

enhances the ability of human users interacting with data, including images [7,13-16]. 

By using digital images collected through biological microscopes, computer-aided 

diagnosis systems are established. 

Compared with general image analysis, biomolecular images involve additional 

considerations, including physical conditions of molecules, variation of spatial 

resolutions in an image, rules of molecular interactions, variability of images obtained 

from different experimental setups, and appearance of structures in the image. Deep 

learning of cellular image analysis has shown superb accuracy in tasks such as detecting 

pneumonia on chest X-rays, classifying pancreatic cancer in cell images, distinguishing 

malignant breast cancer cell images, or determining embryo quality for in vitro 

fertilization [2,17-19]. 

4. Case Study: AI in Drug Discovery 

Artificial Intelligence (AI): The Second Coming of the Software Industry for 

Pharmaceutical Sciences (Sandeep Grover, Nidhi Mishra and Avinash Kumar) 

The development of novel drugs is an extremely risky undertaking. Pharmaceutical 

companies (Big Pharma or the Innovative Pharma) need to take a huge concentration of 

risks and are highly dependent on successful products, which usually emerge from a 

Product Development Cycle of 10–12 years with enormous costs. Being innovative 

companies in an industry with so much concentration of risk comes with the necessity 

of extraordinary financial resistance. This is not representative of the entire 

pharmaceutical sector; generics companies or speciality pharmaceuticals do not depend 
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on new molecules or new indications for known molecules, but they work on providing 

drugs at affordable rates to patients who are in need but cannot afford the novel 

molecules of Big Pharma companies. 

Pharmaceutical R&D is an extremely innovative industry, where drugs address unmet 

medical or social needs. Healthcare is one of the most profitable industries in the world 

and it has only started offering innovative medicines in the last century. Methodologies 

and scientific breakthroughs are offering more and more possibilities to predict or treat 

diseases, generating hope for more than 7.7 billion people, which is the actual population 

in the world. However, it is also an industry subject to very strict regulation. 

Consequently, it is extremely difficult to succeed in drug development or to carry a 

pharmaceutical product to patients. In the last four decades, the industry has entered a 

difficult cycle due to the progressive increase in the number of molecules in the 

development pipeline, at an extraordinary rate, increasing the R&D costs and the risk 

for the companies involved. 

4.1. Success Stories from Industry 

Artificial intelligence (AI) represents a category of computational models capable of 

generalizing beyond training data, enabling the development of conversational agents, 

autonomous cars, and advanced video games [3,20-23]. It emerged as a formally 

recognized discipline at the Dartmouth Summer Research Conference in 1956. The 

application of AI to life sciences, especially drug discovery, was among the first 

explored areas within its specialization, known as drug informatics. 

Recent AI applications in the pharmaceutical sector, especially in manufacturing, 

encompass production optimization, predictive maintenance, equipment calibration, 

quality assurance, temperature control, and robotic shipment. AI is employed in sales 

and marketing to assess customer sentiments and execute self-service marketing. 

Approval processes utilize AI for faster decision-making and bid proposal development. 

In drug development, AI assists in clinical trial, patient and site selection, and drug 

design. Furthermore, AI plays a role in management by optimizing supply chains and 

organization structuring. 

Machine learning algorithms proficiently analyze and rectify errors in product codes, 

facilitating fault detection and identification during the manufacturing process. Natural 

language processing tools like large language models aid in comprehensive 

documentation and reveal valuable hidden information [9,24-26]. In the consumer 

segment, computer vision models analyze customer complaints and reviews to determine 

drug efficacy. 
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4.2. Academic Contributions to Drug Discovery 

Academic* contributions have also brought major breakthroughs in this emerging area. 

For example, in October 2021, Robinson presented an AI-based approach for 

repurposing novel compounds for protein-specific inhibition. It moved beyond previous 

efforts that aimed exclusively to infer ligand-protein binding by generating drug-like 

molecules, leveraging multiple architectures in a unified framework to generate potential 

inhibitors for the Src kinase protein family. Similarly, Choi introduced a transfer 

learning approach, ChemBERTa, that encodes the sequential features of SMILES strings 

using transformers and applied it to molecule generation in low-data regimes. The results 

showed generated molecules possessing desired physicochemical properties and 

structural similarities to the original data [27-29].  

5. Case Study: AI in Clinical Trials 

AI aids clinical trials in several ways. First, patient recruitment benefited greatly by 

using AI and natural language processing. Clinical trial protocols contain lists of 

eligibility criteria that determine a patient’s qualification before enrollment for a clinical 

trial; however, patients need to meet all criteria. Existing recruitment procedures are 

slow, expensive, and difficult for diseases with a small population. Different clinical data 

collection systems are unstructured, semistructured, or stored in different formats and 

locations, making the process even more painful and time-consuming for both patients 

and trial organizers. To simplify recruitment, developing an automated clinical trial 

recruitment system is essential. 

Another major contribution is the use of AI in the analysis of unstructured data obtained 

during clinical trials [30-32]. During clinical trials, information about a subject’s medical 

history, treatment processes, and adverse events is collected. Several analysis processes 

are performed before and after clinical trials, including determining therapeutic efficacy, 

specifying efficiency in subgroups, doing interim analysis during trials, and in post-

marketing pharmacovigilance activities. AI techniques could be used for these analyses 

to provide more accurate results with better prognosis. The resulting data during this 

process are used further to identify the impact of medications, drug-exposure during 

pregnancy, and drug-dependency, among others. AI is also helpful in monitoring the 

trial and in detecting any misconduct during a clinical trial. 

5.1. Optimizing Patient Recruitment 

AI can also optimize patient recruitment in clinical trials with a better utilization of the 

search and classification capabilities of large descriptive texts applied on the patients’ 

medical records. A rising number of clinical trials fail because of a poor recruitment of 

patients. Besides the difficulty in finding a sufficient number of volunteers displaying 

the desired attributes, other limitations include insufficient diversity of patients or poorly 



194 
 

distributed geographical location of patients that can make them unable or unwilling to 

attend the clinical visits. The clinical protocol often specifies rigorous eligibility criteria 

through free-text, so it can be difficult to find patients eligible for the study. Using IBM 

Watson Clinical Trial Matching system, it is possible to convert these trials’ 

requirements and patients’ profile into a query search system that enables the finding of 

subjects matching the study’s eligibility criteria. Another approach, TrialGrid, uses 

natural language processing to convert eligibility criteria into a structured format that 

can be used for more granular eligibility screening and easier subject eligibility queries. 

A system developed by the University of Florida Critical Care group illustrates another 

approach: the technologies of Apache UIMA combined with heuristics are used for the 

identification of clinical concepts in clinical notes and the classification of eligibility 

criteria and these concepts are finally matched to sort out eligible patients in the ICU 

across the nation, together with an indication of their compliance level with each 

requirement. This methodology was tested in clinical trials recruiting ICU patients at the 

University of Florida and the University of Minnesota, and results suggest an increased 

recruitment rate with respect to a traditional approach. At the Montfort Institute, a similar 

NLP-based system has been devised for Patient Recruitment and Matching also taking 

into account patients’ available location. 

5.2. Data Analysis and Monitoring 

Patient recruitment, one of the most costly and time-consuming processes of clinical 

trials in the pharmaceutical industry, can account for up to 30% of the total costs of 

clinical trial development. Machine learning algorithms have been used to identify 

eligible patients for complex clinical trials, such as clinical trials for uterine fibroids. 

These algorithms showed promising results, exhibiting 88% accuracy and 95% 

precision. AI has also been employed to identify patients' eligibility for trials based on 

their medical health records with accuracy above 80%. Natural language processing 

(NLP) tools have been utilized to discover ongoing or planned clinical trials that could 

potentially offer better treatment for a patient [9,33-36]. 

The AI-enabled analysis and monitoring of clinical trial data, combined with real-time 

adverse event reporting, reduce overall trial risk, development times, and costs. Several 

leading clinical research organizations provide AI-enabled services to the 

pharmaceutical industry. For instance, Covance Optimizer is an AI-powered patient 

recruitment service, and Covance Sentinel uses AI algorithms to enhance trial 

monitoring. Similarly, Oracle Clinical One addresses key trial areas with the support of 

AI. Synthetic control arms, generated with the assistance of AI-based systems, decrease 

the number of patients exposed to placebos in clinical trials, thereby enabling faster and 

cheaper drug development. Augmented trial designs produced through AI can identify 

patient-specific confounding factors and mitigate their impact during data analysis. AI-
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based healthcare predictive models have shown high accuracy in predicting virus 

mutation hotspots, which can be leveraged to inform clinical trial design. 

6. Case Study: AI in Personalized Medicine 

Personalized medicine, encompassing pharmacogenomics and Genomic Medicine, 

modulates treatments to minimize adverse outcomes. In Oncology, AI-driven clinical 

decision support systems guide diagnosis, prognosis, and treatment. For example, 

clinicians analyzing ctDNA levels can quickly estimate survival curves and stratify 

patients by prognosis and therapeutic response. While pivotal in drug discovery, the 

vagaries of genetic and clinical data limit consolidation into tools usable at the 

bedside.Conceivably, Medicine's most exciting era lies in developing AI tools that 

leverage multi-omic and clinical disease insights. The Cancer Treatment Explorer 

implements a hierarchical Bayesian system for semi-automated discovery of 

combinatorial cancer mechanisms. 

Integrated Knowledge Graphs address the necessity of answering complex, multi-graph 

questions in Personalized Medicine, which are difficult for traditional Machine Learning 

and NLP models. Their flexibility and capacity to incorporate diverse relational data 

allow modeling patient positions within multi-graph contexts. Feature Engineering 

methods delineate Patient Homolog Networks by constructing patient-specific networks 

augmented with multi-omics, pathways, and drug-response data. 

6.1. Tailoring Treatments to Genetic Profiles 

Pharmaceutical sciences have benefited significantly from recent developments in 

artificial intelligence (AI). From drug discovery to clinical trials and personalized 

medicine, AI is transforming the industry by lowering cost and time requirements and 

predicting better results. Use of special therapies such as individually tailored treatment 

approaches tailored to a patient’s genetic constitution can cure the disease more securely 

and effectively. 

A study investigated applying AI for precise and specific therapy in which specific drugs 

are selected based on the activity and sequence of genes related to a particular disease in 

that individual. The study explored certain key issues of the research to address and 

advance the use of AI in other areas of tailored treatment as well. It was observed that 

the accuracy of diseases and drug sensitivity prediction highly depends on various 

factors such as the quality of training datasets, platforms capturing data, processing 

methods, biomarkers used etc. Three neural-network-based algorithms were employed 

for the prediction of cancer diseases, chemo-sensitive drugs, and drug’s response levels 

capable of optimizing other algorithms. Years of research in personalized medicine have 

clearly highlighted that genetic makeup plays a crucial role, as much as the disease-

causing pathogen in defining the response and the healing outcome of a disease. It is 
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therefore important to address problems associated with each patient’s genetic variation 

and apply unique solutions commensurate with the features of activity and type of 

individual genetic composition. 

6.2. Real-World Applications and Outcomes 

The usage of AI technology such as ML, NLP, and computer vision has shown promising 

results in the pharmaceutical domain. Breakthrough studies are identified in three 

prominent pharmaceutical contexts, namely drug discovery, clinical trials, and 

personalized medicine. Although the research community can generally be split between 

industry and academia, the cases presented here have not been categorized by the 

authors’ background. However, they do illustrate the real-world applications of ML, 

NLP, and computer vision in both groups. 

AI has the potential to revolutionize clinical trials by improving patient recruitment rates, 

generating meaningful insights from structured and unstructured clinical trial data, as 

well as by efficiently monitoring ongoing trials. In the realm of personalized medicine, 

AI appears suitable for tailoring treatment regimens to patients’ specific genetic profiles. 

Applications of this type indicate its relevance for prescribing the most effective 

medicine or dosage for the treatment of a particular disease. 

7. Challenges in Implementing AI in Pharma 

Pharmaceutical companies continue to innovate for disease prevention, development, 

and treatment using various services and products. Artificial intelligence helps create 

such products and services efficiently, analyzing large volumes of structured and 

unstructured data. Risk elimination without human physical contact ensures business 

continuity and safety. This combination has led to increased use of AI across sectors, 

including pharmaceuticals. AI helps discover new drugs, simulate clinical trials, 

manufacture, manage, market, and deliver drugs. Life sciences and pharmaceutical 

companies reduce drug development and design costs using AI. All processes—from 

drug discovery to marketing—can be streamlined, saving time. 

Technological developments in AI–data analytics, machine learning (ML), natural 

language processing (NLP), big data, and computer vision (CV)–enhance the efficiency 

and scope of other technologies in pharmacy, such as genomics, clinical trials, 

modelling, and precision medicine. However, AI should serve as a tool to maximize 

human potential, with humans retaining ultimate control. Doctors, scientists, and 

researchers must remain ethical and aware, considering both positive and negative AI 

consequences. Addressing challenges like bias, data privacy, and system integration is 

necessary to preserve the essential human factor in AI-implemented pharmacy. 
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7.1. Data Privacy and Security 

Since pharmaceutical companies rely on data from millions of patients, a key issue is 

privacy. Governments have issued various rules and regulations regarding the privacy 

of health information. For example, in the US, the Health Insurance Portability and 

Accountability Act (HIPAA), passed by Congress in 1996, protects the privacy and 

security of individually identifiable health information. HIPAA requires appropriate 

safeguards to protect the privacy of personal health information and sets limits and 

conditions on the uses and disclosures that may be made of such information without 

patient authorization. 

Therefore, in deploying AI technologies, it is crucial to meet these requirements. Data 

related to AI models at pharmaceutical companies should be stored as public or private 

metadata, not as lists of individuals or patients, especially when transmitting data over 

the internet. Companies and researchers must maintain that metadata according to data 

protection rules and regulations for AI models. Despite safeguarding privacy and 

security, the misuse of AI, such as for hacking an organization or individuals' profiles, 

represents a major concern. 

7.2. Regulatory Hurdles 

Large-scale data acquisition in healthcare is managed by regulatory bodies formed to 

protect patient confidentiality and classification of personal sensitive data (data 

completed with blood group, ethnicity, and organ donation status) is addressed by the 

Regulation of the European Parliament and of the Council on the Protection of Natural 

Persons. In the EU, public scrutiny is maintained through the inclusion of Patients’ 

Associations and Parliament representatives in different agencies. The European 

Medicines Agency lies at the centre of European collaboration on medicines regulation. 

These bodies ensure that products brought to market are safe and efficacious and the 

need to protect these bodies from gatekeeper lobbying, and that regulations help improve 

rather than hinder healthcare. Advanced therapy medicinal products (such as drugs based 

on genes, tissues, and cells) show great promise in addressing unmet clinical needs, are 

more technically complex, and require tailored regulatory approaches. In the USA, the 

Food and Drug Administration has reviewed the development and evaluation paths for 

COVID-19 vaccines and has encouraged the use of AI and machine learning 

technologies in the drug development pipeline, but further developments are required to 

cater for the new Big Data generated for personalized medicine. 

EHR systems enable the creation of a health record of each individual. Multimodal EHR 

data (drugs, diseases, and physiological characteristics) can be used to answer different 

clinical questions related to drug–drug interaction (DDI) determination and the 

prediction of future diagnosis. Biometric methods with a demonstrated predictive 

aptitude can be used to assess the impact of antipsychotic treatment and 
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pharmacogenetic variants can be considered. On the other hand, data protection and 

privacy are paramount while handling such large amounts of sensitive information. Such 

requirements make the implementation of EHRs a very difficult task: data privacy can 

be compromised through the interconnections of complex digital healthcare systems, 

and can lead to a breach of confidentiality for patients. 

7.3. Integration with Existing Systems 

The integration of AI with existing hospital and pharmaceutical company management 

systems is improved by AI's compatibility and ease of interfacing. All types of 

pharmaceutical companies are now adopting technologies such as Big Data, cloud 

computing, and artificial intelligence in decision-making. The application of AI across 

the entire drug discovery pipeline, examples of innovative AI-powered drug discovery 

platforms, and a summary of pharma companies working on AI drug discovery highlight 

the transformative effects. 

The data-driven approaches made possible by epidemiological surveys, disease 

registries, and seed-corn projects in diseases such as cancer have been completed and 

are publicly available. For instance, Makinde. describe the use of NLP and ML-based 

algorithms in the clinical trial domain to address multiple challenges. Rajkomar focus 

on the developments in AI in oncology, demonstrating its applications in personalized 

medicine and patient care. 

8. Future Trends in AI and Pharma 

Recent research efforts in AI coupled with Pharma are significantly pushing the 

boundaries of pharmaceutical sciences and elevating the expectations for further 

improvements in all areas of pharmaceutical development. Emerging trends indicate a 

move towards the successful implementation of Big Data, specifically across the 

complete pharmaceutical spectrum of drug discovery, drug repurposing, drug 

development, drug delivery, clinical trials, and medical diagnostics. Notably, intelligent 

models built on Big Data can employ a wide range of applications. Academics and 

industrial experts must continuously seek new trends capable of opening broader 

Horizons for AI implementations. 

New directions of interest include drug combinations, drug repurposing, demand 

forecasting in pharmaceutical supply chains, and drug design for specific patients. 

Overall, recent analyses provide insights into the impact and challenges of AI in 

pharmaceutical sciences. Early signs suggest that AI-driven technologies possess the 

fundamental characteristics to support human intuition and critical thinking, particularly 

in decision-making under uncertainty. In the coming years, more robust collaborations 

between academia and industry will further accelerate AI development in 

pharmaceutical research and other disciplines. 
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8.1. The Role of Big Data 

Artificial intelligence (AI) has revolutionized several domains, including the 

pharmaceutical sciences, where it is widely used for drug discovery, drug repurposing, 

clinical diagnosis, and cardiac imaging. The pharmaceutical and biotechnology sectors 

are already leveraging AI to reduce costs and accelerate research and development, 

including speeding up clinical trials. Big data has emerged as a major challenge in 

computer-aided drug discovery, involving the processing and mining of vast amounts of 

chemical and biological data generated by high-throughput screening (HTS), 

quantitative structure–activity relationship modeling, high-throughput quantitative 

structure–property relationship modeling, docking, combinatorial drug design, virtual 

screening, in vitro cytotoxicity testing, and database reference searching. 

AI applications also enable faster drug testing, which can speed up the trial process for 

drug approval. AI can predict side effects and toxicity during clinical drug development 

more efficiently and reliably. AI facilitates improved patient research for trials by 

identifying suitable patients with fewer human resources and in less time. Diverse data 

from clinics regarding medication, disease, and genetic profiles can be stored and 

interpreted using AI to generate crucial findings. 

8.2. AI in Drug Repurposing 

Several characteristics of the pandemic opened a new route for the application of AI in 

the pharmaceutical sciences: the exponential growth in the number of patients; the global 

impact of the disease, which affected the entire population at once; the urgency of 

creating new therapies. During this period, the use of AI showed interesting 

opportunities and experiments in the identification or optimization of drugs. One 

important trend paved the way for this AI-oriented approach: drug repurposing, also 

known as drug repositioning or drug rediscovery. This process aims to find new potential 

therapeutic applications for existing drugs, different from those for which they received 

prior approval, accelerating the drug discovery process, decreasing R&D expenditures, 

and improving the percentage of successful candidates eventually reaching the market. 

The AI techniques used to produce repurposed drugs are the same as those discussed in 

the preceding paragraphs: ML algorithms, computer vision (CV), and NLP. ML methods 

have been employed in classification, clustering, regression, or other tasks related to 

drug repurposing under COVID-19 conditions, taking advantage of semi structured Big 

Data network mining or the available drug-target datasets. NLP techniques have enabled 

the extraction of relevant information from unstructured data, such as scientific articles 

or patents, guiding the drug use for the treatment of different diseases. Finally, CV has 

offered solutions to identify high-risk patients through medical imaging analysis and has 

supported the identification of suitable candidate drugs based on mass screening of 

diseased patients. 
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8.3. Collaborations between Academia and Industry 

AI-driven medical innovations require a substantial amount of data and computational 

power, both of which are primarily contributed by pharmaceutical companies and health 

providers. Although such data are not as freely available for academic researchers, owing 

to the proprietary rights, privacy concerns, and the market potential of these datasets, 

industry–academic collaborations have been gaining a growing interest in recent years. 

Leading pharma companies are now investing in academic AI and data science 

programmes through grants and fellowships programmes to support full-time AI-driven 

research works in pharmaceutical areas. For example, Pfizer contributed grants to 17 

UK-based AI projects on health, including born-digital digital therapeutics for 

depression; development of a home breathing device for cystic fibrosis; exploration of 

unstructured clinical narratives for patients with cancer; and use of videos and digital 

media in the pharmaceutical ecosystem. 

Drug discovery is also one of the major areas for academia–industry collaborations, 

which has been enabled by AI. Such real-world breakthroughs, through the use of 

machine learning algorithms, have been reported elsewhere. In the case of repurposing 

of drugs for COVID-19, novel ML models have been proposed by academic researchers 

who collaborated with Sutherland Healthcare Solutions—a company committed to 

helping pharmaceutical companies: AI-based clinical trial study protocol design, 

provided that the drugs are often new but the existing knowledge around the compounds 

and biomarkers. Further case studies of the use of ML in pharmaceutical sciences, related 

to clinical trials and personalized medicine, can be found in the literature.  

9. Ethical Considerations in AI Applications 

These technology-driven advances notwithstanding, there remain some important 

ethical concerns with regard to AI’s use in Healthcare and pharmaceutical sectors, 

particularly with regard to algorithm bias. Prescription drugs remain, by definition, 

dependent on recommendations from human healthcare professionals who interact with 

and prescribe drugs to patients, and enforcement of prescription regulations help to 

restrict patient autonomy and limit the potential for negative outcomes of prescription 

drug use as a result of AI bias or other issues. 

Despite these safeguards, there may be other long-term consequences of incorporating 

AI systems into medicine associated with the impact on healthcare professionals and 

their ability to critically evaluate clinical decision-making—similar to well-documented 

effects of autopilots in aviation resulting in loss of skills and failure to adapt to sudden 

emergencies. Wang describe a few examples of countermeasures including closed out 

procedures, reminding autopilot crews of roles and responsibilities, and including 

surprise scenarios in training programs. It is likely that similar methods could be applied 
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in medical training to ensure that healthcare professionals maintain skills and are 

prepared for quickly adapting to unpredictable emergency conditions. 

9.1. Bias in AI Algorithms 

The widening gap between demand and supply in the healthcare industry is problematic, 

especially in developing countries like India. More persons are becoming more 

vulnerable day by day due to the availability of insufficient health professionals. These 

healthcare professionals are also focusing more on administrative jobs and are not able 

to invest special attention in every patient. Artificial Intelligence (AI) can be a solution 

for these barriers by assisting doctors in various sectors such as diagnosis, treatment, 

drugs and vaccines production. Another major area where AI could be used is detecting 

record during patient’s diagnosis and treatment. AI with some medical information can 

decide about the desirability of the brain tumor or not. If the tumor is benign, AI can 

predict the possibility of spreading to other areas of the brain. Problem arises, if the AI 

is biased. The AI algorithm can be applied when there is a presence of adequate and 

quality data. In order to avoid the bias in any aspect, it is very necessary to use all diverse 

data while computing the algorithm and creating the model. 

When modeling for society in gram-negative prediction, future crime prediction, disease 

diagnosis, unemployment and fraud detection, caution should be taken for the training 

set and also towards the modeling technique used. Biasing changes the results and costs 

in making wrong decisions. In order to deliver the optimal solutions in the real world, 

data bias should be avoided. The bias is also present in training data when dealing with 

algorithms of clinical deep-learning classifier and bias in training data set also creates 

in-output bias of machine that in turn creates complete imbalance. The continuous usage 

of bias algorithm in decision-making leads to social turbulence. Also, there are many 

other factors that influence bias in data that contributes to affecting the decision and 

some of these factors are class imbalance, data imbalance and label imbalance. Physical 

activity data of patients were used to show the effect of imbalance in data in building 

classification models. It was observed that selection of optimal resampling technique 

according to type of imbalance present in data helped in improving performance of 

classifier model and reducing bias in model. 

9.2. Impact on Healthcare Professionals 

Precision medicine relies on creating new drugs and prescribing personalized treatment 

procedures to optimize patient care. Algorithms that simplify drug discovery and 

development eliminate the guesswork associated with traditional approaches. However, 

healthcare professionals may sometimes question the reliability of these predictions and 

whether machine intelligence surpasses human abilities. Both domain knowledge and 

clinical information are crucial for effective drug development. The global healthcare 

community must maintain an open mind and encourage the adoption of cutting-edge 
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technology and automation. Challenges faced by early adopters often provide valuable 

guidance and insights to novices. 

The impact of AI on the pharmaceutical industry represents a significant milestone, 

affecting both physicians and pharmacists. Despite existing challenges, advancements 

in healthcare are most apparent when examining the drug molecules available on the 

market. Evidence suggests that the healthcare and pharma sectors are benefiting from AI 

applications such as pathogen screening, strategic analysis, clinical diagnosis, and 

radiotherapy planning. 

10. Global Perspectives on AI in Pharma 

Artificial Intelligence (AI) has become an essential instrument in pharmaceutical 

development, particularly in the sections of drug discovery and clinical trials. The 

constant progress of AI methods is indeed changing the equilibrium of research and 

development disciplines in the pharmaceutical sphere, as articulated by K. EP. 

Somyajith. Key developments in AI can be broadly presented, along with the main 

challenges and future viewpoints. Real-case applications in academic research, as well 

as within the industry, are also outlined as case studies. 

AI comprises areas of natural language processing, machine learning, and computer 

vision. In machine learning three subsets can be distinguished: supervised learning, 

unsupervised learning, and reinforcement learning. The text describes an industry case 

on machine learning for drug discovery, an academic case of natural language processing 

methods applied to patient data for clinical trials, and an industry illustration of computer 

vision for interrogating gene data for personalized medicine. Next, the major challenges 

associated with AI for pharmaceutical development and future trends are examined. 

These include the exponential growth of pharmaceutical big data, the potential of drug 

repurposing, and the morphology of future academic–industrial collaborations. 

10.1. AI Innovations in Developing Countries 

Typically, pharmaceutical companies located in developed countries lead in drug 

discovery and production because most patients belong to their domestic markets. 

However, pharmaceutical companies in developing countries can also be innovative and 

can develop new drugs and drug delivery systems either independently or through 

collaborations with academic groups. The pharmaceutical market in any country is 

primarily dependent on public health conditions, such as the prevalence of epidemics 

and the population’s genetic makeup, as well as the population’s purchasing power. A 

public health emergency that adversely affects a large population, such as the ongoing 

COVID-19 pandemic, provides an opportunity for pharmaceutical companies 

worldwide to focus on discovering and marketing Druggable molecules for the event. 

For more information, see the subsection on Drug Repurposing. 
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In addition to drug discovery, India can make significant contributions to the 

advancement of pharmacogenomics, which aims to tailor drug responses based on a 

patient’s genetic constitutions. India boasts one of the world’s most diverse populations, 

characterized by several hundreds of distinct genetic groups. Machine learning models 

that capture the chemotherapy patterns of India’s genetic groups would be instrumental 

for the country. A contribution of this kind would place India at the forefront of the field. 

Finally, although big data and AI have applications not only in drug discovery and 

development but also in clinical practice, epidemiology, and the management of 

physician–patient relationships, this discussion is confined to the pharmaceutical sector. 

The use of AI in other areas requires deeper understanding and expertise in those specific 

domains. 

10.2. International Collaborations and Initiatives 

Active collaborations and projects exist in other parts of the world. In Japan, the Ministry 

of Economy, Trade and Industry has launched a project that connects companies and AI 

startups through a platform for open innovation. Among its fields of interest, drug 

discovery is located prominently. Another example is the project "A Japanese-Nordic 

Research Network on Artificial Intelligence". This network covers AI within several 

domains, and one of the main topics is AI for drug discovery. The Finnish Center for 

Artificial Intelligence has released an open initiative for understanding the role of AI in 

the pharmaceutical industry. 

The European Union is also active in the field of AI applied to pharmaceutical 

development. Innovative Medicines Initiative projects, such as EHDEN, eTRIKS, or 

BIG. These projects involve the exploitation of real-world data for drug development. 

The Innovative Health Initiative is promoting the EcPC project to generate a European 

patient-centric platform for clinical trials. These projects involve dozens of partners from 

the academic and industrial fields with the support of EFPIA. The involvement of 

international companies and universities in the collaboration addressing the application 

of AI to drug development has been growing during the last years. 

11. Conclusion 

Artificial Intelligence occupies a strategic position at the convergence of data and 

algorithms. Its importance for pharmaceutical sciences follows from the availability of 

Big Data and the deployment of reduced feature representations, advanced neural 

networks, and other deep learning techniques. From these points of departure, it is 

possible to identify a range of applications that are already generating significant 

interest. The most conspicuous of these is the discovery/design of new drug candidates. 

Machine-learning algorithms, Natural-Language Processing, and Computer-Vision 

techniques have been successfully employed, as exemplified in several industry and 
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academy cases. Such a cross-fertilizing dynamic expands the horizon of capabilities on 

both sides: corporations adopt cutting-edge scientific approaches and academic groups 

approach problems that are directly relevant for the industry. 

Clinical trials constitute another area in which AI-driven developments have brought 

spectacular results. The effective and efficient recruitment of patients fulfilling certain 

criteria accelerates the process, while intelligent data analyses allow an early and reliable 

evaluation of the outcome. Added monitoring minimizes risk during and after the trial. 

Personalized/precision medicine stands as a core application toward rational, optimized 

healthcare. The description of the different drug responses of individuals based on 

inherited genetic or epigenetic pattern decoding demonstrates the real power of advanced 

AI methods. Rare diseases or neglected illnesses remain a challenge, yet data privacy, 

protection, and security are the subjects of increasing regulatory scrutiny in the private 

and public sectors. Open-access data empower new products for the benefit of society, 

especially when adequate algorithms enable a responsive and effective deployment, all 

subject to transparent protocols. Drug repositioning or repurposing is another promising 

and fast-growing perspective that calls for the combined and balanced use of open and 

private information. Acknowledging that potential may also incorporate certain risks, 

the responsible design of data packages and algorithmic implementations for AI 

applications in pharmaceutical sciences must incorporate bias control, socio-economic–

ethnic–religious–gender–sexual orientation mitigation, and the contingent impact on 

active players, such as chemists, biologists, or healthcare professionals. Finally, the 

community of academic scientists can contribute to this sector in many ways, both 

individually and collectively, by strengthening bonds with the corporate world and 

establishing open interdisciplinary and international concerted actions. 

 

References 

[1] Manne R, Kantheti SC. Application of artificial intelligence in healthcare: chances and 

challenges. Current Journal of Applied Science and Technology. 2021 Apr 24;40(6):78-89. 

[2] Kokudeva M, Vichev M, Naseva E, Miteva DG, Velikova T. Artificial intelligence as a tool 

in drug discovery and development. World Journal of Experimental Medicine. 2024 Sep 

20;14(3):96042. 

[3] Mak KK, Pichika MR. Artificial intelligence in drug development: present status and future 

prospects. Drug discovery today. 2019 Mar 1;24(3):773-80. 

[4] Panda S. Scalable Artificial Intelligence Systems: Cloud-Native, Edge-AI, MLOps, and 

Governance for Real-World Deployment. Deep Science Publishing; 2025 Jul 28. 

[5] Muppala M. SQL Database Mastery: Relational Architectures, Optimization Techniques, 

and Cloud-Based Applications. Deep Science Publishing; 2025 Jul 27. 

[6] Panda SP. Artificial Intelligence Across Borders: Transforming Industries Through 

Intelligent Innovation. Deep Science Publishing; 2025 Jun 6. 



205 
 

[7] Shivadekar S, Kataria DB, Hundekar S, Wanjale K, Balpande VP, Suryawanshi R. Deep 

learning based image classification of lungs radiography for detecting covid-19 using a deep 

cnn and resnet 50. International Journal of Intelligent Systems and Applications in 

Engineering. 2023;11:241-50. 

[8] Stasevych M, Zvarych V. Innovative robotic technologies and artificial intelligence in 

pharmacy and medicine: paving the way for the future of health care—a review. Big data 

and cognitive computing. 2023 Aug 30;7(3):147. 

[9] Panda SP, Muppala M, Koneti SB. The Contribution of AI in Climate Modeling and 

Sustainable Decision-Making. Available at SSRN 5283619. 2025 Jun 1. 

[10] Selvaraj C, Chandra I, Singh SK. Artificial intelligence and machine learning approaches 

for drug design: challenges and opportunities for the pharmaceutical industries. Molecular 

diversity. 2022 Jun;26(3):1893-913. 

[11] Sarkar C, Das B, Rawat VS, Wahlang JB, Nongpiur A, Tiewsoh I, Lyngdoh NM, Das D, 

Bidarolli M, Sony HT. Artificial intelligence and machine learning technology driven 

modern drug discovery and development. International Journal of Molecular Sciences. 2023 

Jan 19;24(3):2026. 

[12] Panda SP. Relational, NoSQL, and Artificial Intelligence-Integrated Database 

Architectures: Foundations, Cloud Platforms, and Regulatory-Compliant Systems. Deep 

Science Publishing; 2025 Jun 22. 

[13] Bhatt P, Singh S, Kumar V, Nagarajan K, Mishra SK, Dixit PK, Kumar V, Kumar S. 

Artificial intelligence in pharmaceutical industry: Revolutionizing drug development and 

delivery. Current Artificial Intelligence. 2024 Jan;2(1):E051223224198. 

[14] Marques L, Costa B, Pereira M, Silva A, Santos J, Saldanha L, Silva I, Magalhães P, 

Schmidt S, Vale N. Advancing precision medicine: a review of innovative in silico 

approaches for drug development, clinical pharmacology and personalized healthcare. 

Pharmaceutics. 2024 Feb 27;16(3):332. 

[15] Panda S. Observability in DevOps: Integrating AWS X-Ray, CloudWatch, and Open 

Telemetry. International Journal of Computer Application. 2025 Jan 1. 

[16] Van der Lee M, Swen JJ. Artificial intelligence in pharmacology research and practice. 

Clinical and Translational Science. 2023 Jan;16(1):31-6. 

[17] Chen W, Liu X, Zhang S, Chen S. Artificial intelligence for drug discovery: Resources, 

methods, and applications. Molecular therapy Nucleic acids. 2023 Mar 14;31:691-702. 

[18] Suriyaamporn P, Pamornpathomkul B, Patrojanasophon P, Ngawhirunpat T, Rojanarata T, 

Opanasopit P. The artificial intelligence-powered new era in pharmaceutical research and 

development: A review. Aaps Pharmscitech. 2024 Aug 15;25(6):188. 

[19] Chan HS, Shan H, Dahoun T, Vogel H, Yuan S. Advancing drug discovery via artificial 

intelligence. Trends in pharmacological sciences. 2019 Aug 1;40(8):592-604. 

[20] Wong A, Wentz E, Palisano N, Dirani M, Elsamadisi P, Qashou F, Celi L, Badawi O, Nazer 

L. Role of artificial intelligence in pharmacy practice: a narrative review. Journal of the 

American College of Clinical Pharmacy. 2023 Nov;6(11):1237-50. 

[21] Mohapatra PS. Artificial Intelligence-Driven Test Case Generation in Software 

Development. Intelligent Assurance: Artificial Intelligence-Powered Software Testing in 

the Modern Development Lifecycle. 2025 Jul 27:38. 



206 
 

[22] Bhattamisra SK, Banerjee P, Gupta P, Mayuren J, Patra S, Candasamy M. Artificial 

intelligence in pharmaceutical and healthcare research. Big Data and Cognitive Computing. 

2023 Jan 11;7(1):10. 

[23] Allam H. Prescribing the future: The role of artificial intelligence in pharmacy. Information. 

2025 Feb 11;16(2):131. 

[24] Serrano DR, Luciano FC, Anaya BJ, Ongoren B, Kara A, Molina G, Ramirez BI, Sánchez-

Guirales SA, Simon JA, Tomietto G, Rapti C. Artificial intelligence (AI) applications in 

drug discovery and drug delivery: Revolutionizing personalized medicine. Pharmaceutics. 

2024 Oct 14;16(10):1328. 

[25] Gupta R, Srivastava D, Sahu M, Tiwari S, Ambasta RK, Kumar P. Artificial intelligence to 

deep learning: machine intelligence approach for drug discovery. Molecular diversity. 2021 

Aug;25(3):1315-60. 

[26] Singh S, Kumar R, Payra S, Singh SK. Artificial intelligence and machine learning in 

pharmacological research: bridging the gap between data and drug discovery. Cureus. 2023 

Aug 30;15(8). 

[27] Das S, Dey R, Nayak AK. Artificial intelligence in pharmacy. Indian J Pharm Educ Res. 

2021 Apr 1;55(2):304-18. 

[28] Rane J, Chaudhari RA, Rane NL. Data Analysis and Information Processing Frameworks 

for Ethical Artificial Intelligence Implementation: Machine-Learning Algorithm Validation 

in Clinical Research Settings. Ethical Considerations and Bias Detection in Artificial 

Intelligence/Machine Learning Applications. 2025 Jul 10:192. 

[29] Panda SP. The Evolution and Defense Against Social Engineering and Phishing Attacks. 

International Journal of Science and Research (IJSR). 2025 Jan 1. 

[30] Shivadekar S, Halem M, Yeah Y, Vibhute S. Edge AI cosmos blockchain distributed 

network for precise ablh detection. Multimedia tools and applications. 2024 

Aug;83(27):69083-109. 

[31] Mohapatra PS. Artificial Intelligence and Machine Learning for Test Engineers: Concepts 

in Software Quality Assurance. Intelligent Assurance: Artificial Intelligence-Powered 

Software Testing in the Modern Development Lifecycle. 2025 Jul 27:17. 

[32] Vora LK, Gholap AD, Jetha K, Thakur RR, Solanki HK, Chavda VP. Artificial intelligence 

in pharmaceutical technology and drug delivery design. Pharmaceutics. 2023 Jul 

10;15(7):1916. 

[33] Bohr A, Memarzadeh K, editors. Artificial intelligence in healthcare. Academic Press; 2020 

Jun 21. 

[34] Panda SP. Augmented and Virtual Reality in Intelligent Systems. Available at SSRN. 2021 

Apr 16. 

[35] Al Kuwaiti A, Nazer K, Al-Reedy A, Al-Shehri S, Al-Muhanna A, Subbarayalu AV, Al 

Muhanna D, Al-Muhanna FA. A review of the role of artificial intelligence in healthcare. 

Journal of personalized medicine. 2023 Jun 5;13(6):951. 

[36] Mak KK, Wong YH, Pichika MR. Artificial intelligence in drug discovery and 

development. Drug discovery and evaluation: safety and pharmacokinetic assays. 2024 Oct 

22:1461-98. 

 

 



207 
 

 

Chapter 12: Integrating Artificial Intelligence 

into Pharmacy Education 

Sarika Patil 

Krishna Institute of Pharmacy, Krishna Vishwa Vidyapeeth, Karad, India 

 

 

 

1. Introduction to AI in Pharmacy 

Artificial intelligence (AI) is a discipline of computer science devoted to building 

systems that perform tasks that typically require human intelligence but with increased 

speed and reliability. Depending on its application, AI is able to: recognize patterns, 

make decisions, answer questions, and detect objects or features within an image. The 

rapid advances of AI in health care highlight the importance of introducing pharmacy 

students to such topics early to ensure their understanding, comfort, and competence as 

future practitioners. A broad variety of pedagogical strategies and tools for teaching AI 

in pharmacy are summarized with the goal of helping pharmacy educators incorporate 

AI into the pharmacy curriculum. 

The big picture perspective provided for each strategy and tool enables readers to 

identify ways to leverage new and existing tools to support specific learning outcomes 

related to AI within their own courses or programs. The wide range of options presented 

supports AI education in pharmacy students of all experience levels, including those 

with little to no coding proficiency. Since AI is still new to practice, some creative 

pedagogical strategies to engage and maximize student motivation are also described. 

2. Pedagogical Strategies for AI Integration 

Several strategies are available for increasing student engagement in AI, making the 

learning process less daunting and more rewarding. Appropriately combining these 

approaches integrates knowledge about AI realistically, honing critical thinking and 

decision-making for the practice of pharmacy. Many of the same pedagogical 

foundations that ensure student engagement in pharmacy education also foster AI 
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engagement and learning [1-3]. Active learning, including hacking and hands-on 

practice; collaborative and peer teaching; case-based learning; and flipped classroom 

strategies are the cornerstone approaches. Public workshops are particularly effective for 

hacking and interactive activities, whereas webinars, expert lectures, and small group 

discussions serve well for peer, flipped classroom, and case-based learning structures. 

Students often demonstrate enhanced motivation and performance when they have 

hands-on practice before examinations [2,4,5]. 

Public workshops focused on hacking, hands-on practice, or specific AI software use 

can augment student excitement and motivation. Students create active working projects 

based on drafted themes, which are then evaluated by peers and experts, potentially 

influencing judging and grading processes. Interactive assignments that deviate from 

traditional rote execution and memorization have gained popularity globally, a trend 

further accelerated by the COVID-19 pandemic. Incorporating real-world problems with 

case studies and presentations inspires confidence and piques student interest. 

Collaborative and peer teaching, enhanced through small group chats, hone critical 

thinking, and boosted via rapid-fire questioning, constitute effective engagement 

methods [6-8]. Webinars organized by international organizations like the World Health 

Organization provide access to discussions with practitioners across various pharmacy 

and AI domains. Such occasions enable even struggling students to display self-

initiative, secondary skillsets, and intellectual capabilities for self-development. 

2.1. Active Learning Approaches 

Introducing students to AI and ML topics requires considerable planning and 

organization, and it is often unrealistic to expect that pharmacy students will become 

experts who can design functional AI tools. Rather, introductory concepts and 

definitions should be described as clearly and distinctly as possible. Active learning 

approaches have demonstrated success with teaching AI at an undergraduate level and 

can importantly be utilized as a starting point in teaching pharmacy students. Models of 

active learning include group discussions, brainstorming, walkthroughs, role-playing, 

simulations, learning by teaching others, and performing the teaching task itself. 

Additional strategies include use of case studies and problem-based learning, which 

foster skills in communication, clinical reasoning, and decision-making. Case studies 

especially provide a strong base to build upon when teaching innovative aspects of 

pharmacy practice, such as AI, because they place students in provocative, complex, and 

unexpected situations [9,10]. For instance, clinical scenarios may be presented to 

students involving AI interventions, prompting discussion about real-world 

implementation of the technology and the corresponding impact on a patient's treatment 

plan. 
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2.2. Collaborative Learning Models 

Pharmacy students can be taught to incorporate AI software, simulation and data analysis 

tools, and learning management systems into the teaching of AI. Students learn AI best 

when they are engaged in their own clinical problem solving using active and 

experiential learning. Pharmacy educators can maximize student engagement with AI by 

employing active, collaborative, case-based, and flipped learning strategies. Active 

learning techniques such as journaling, minute papers, muddiest point, and group 

problem-solving increase student engagement, stimulating intrinsic motivation and 

deeper approaches to learning [11-13]. Collaborative learning requires students to work 

in teams to complete learning tasks, fostering higher-level thinking, oral communication, 

self-management, and leadership skills. One method of encouraging team work is 

through case-based learning, giving students authentic patient cases that require 

application and analysis of information. Flipped teaching enhances engagement by 

delivering content online before class, freeing in-person class time for application and 

problem solving. Case-based and flipped methods support the development of higher-

order thinking and reasoning skills. 

2.3. Case-Based Learning 

The medical case-based learning (CBL) library of the Health Sciences Libraries of the 

University of Washington helps demonstrate the potential for CBL cases that contain 

both a patient-care scenario and an AI-based data tool as a possible solution to these 

barriers. Student pharmacists benefit from the realistic application of data analysis, and 

AI data analytics-related content can be taught without the students requiring a 

programming background [2,14-17]. The use of these cases also has the potential to 

support the students in their self-directed learning of AI and the application of new AI-

related concepts to clinically relevant patient cases, described as one of the pedagogical 

strategies suggested by Avila-Garcia. 

2.4. Flipped Classroom Techniques 

In a flipped classroom approach, students gain a first exposure to new content outside of 

class, such as through reading content or watching videos, and then the face-to-face class 

time can be reallocated to using more active teaching practices. Compared to traditional 

lecture-based teaching, students in flipped classrooms achieve slightly higher grades and 

report reduced boredom, possibly because they have more opportunities to engages in 

activities oriented toward achieving higher levels of Bloom's taxonomy such as 

analyzing, evaluating, and creating. 

During the SARS-CoV2 pandemic, an AI preparation course for health-profession 

students used flipped classroom techniques with four main asynchronous lessons 

designed to quickly provide baseline knowledge of AI concepts to prepare students for 

a ninety-minute zoom workshop focused on ethical scenarios. Students rated the 
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workshop highly and expressed an interest in learning more about AI in the future. 

Flipped-classroom techniques have also proven useful when students are located in far-

apart locations or on different schedules—for instance, pre-recorded lectures can 

maintain a common baseline of knowledge before allowing students to work on 

problems or patient cases in their individual time zones [9,18-21]. Lectures can be 

flipped without students watching a prerecorded version; instead the recording is used 

as the main lesson delivery when the students are physically remote and face-to-face 

time is repurposed when smaller groups can be co-located. 

3. Tools for Teaching AI in Pharmacy 

To implement the teaching methods surveyed in section 2, the instructor must be aware 

of the various tools available. The three main categories encompass AI software, 

simulation or data analysis software, and learning management systems. AI software 

encompasses code and applications developed specifically for AI purposes, including 

expert system shell software. Simulation and data analysis software can be used to create 

engaging activities that help students explore AI concepts; examples include Excel, R, 

and Tableau. Importantly, this category extends beyond pharmacy-specific patient 

simulators, which are useful but must be supplemented by tools aimed at demonstrating 

AI; similarly, while a learning management system is not specific to AI, functions such 

as discussion boards, peer review, and wikis provide support for student engagement. 

Although this list is inevitably incomplete and each category includes additional helpful 

tools, coverage of these six areas illustrates the varying objectives and functionality that 

educators should consider when preparing their courses. 

AI Software. Three areas of AI software support the teaching of AI in Pharmacy: ML 

programming frameworks, pharmacy-specific AI applications, and expert system shell 

software. ML programming frameworks such as Scikit-learn and TensorFlow provide 

functional code and techniques for developing ML models [22,23]. Pharmacy-specific 

AI applications include tools like IBM Watson, used in cancer diagnosis and treatment, 

and Amazon Comprehend Medical, which processes medical and patient notes to extract 

structured information. Expert system shell software guides users through the creation 

of rule-based expert systems by providing a dedicated user interface, database 

management, and inference engine. Examples of open-source products include RIVE, 

CLIPS, and JESS. 

3.1. AI Software and Applications 

Software for introducing PharmD students to AI in pharmacy varies depending on course 

goals, ranging from basic applications for demonstration and guiding questions to more 

sophisticated software for AI intervention projects. Open AI language models such as 

ChatGPT and Google Bard can assist with topic-related questions and be used to develop 
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disease-state management materials. Dispensing software like Qlick View can provide 

dispensing activity data for student analysis, while tools like TensorFlow can create 

predictive models valuable for pharmacy applications [24-26]. 

Tools for patient-simulation and data-simulation activities include the MyDispense 

prescription-dispensing simulator and the Natural Language Processing (NLP) analyzer 

based on IBM Watson Natural Language Understanding. These applications enable 

students to appreciate AI functionalities in pharmacist time reduction and management 

support. Within a Learning Management System such as Canvas, question banks and 

matching games can be incorporated to foster students' recall and use of AI definitions 

and concepts. 

3.2. Simulation Tools 

Beyond active, collaborative, and flipped learning strategies, integration of appropriate 

tools that align with these pedagogical approaches can greatly enhance AI education in 

pharmacy. An array of commercially available AI software platforms and Internet 

services makes it feasible to provide students with hands-on experience with key aspects 

of AI in pharmacy. AI simulation tools enable students to employ AI concepts in specific 

pharmacy contexts, such as predicting medication non-adherence or identifying patients 

at risk of suicide. A careful evaluation can identify platforms best suited to the pharmacy 

curriculum. 

In the introductory workshop at Northeastern University, stylized versions of Liaison 

Drug Information’s AI Chatbot and Hugging Face’s Google Bard were employed to 

address the Public Health Case Study. The chatbot was trained with a subset of CDC 

COVID-19 guidelines so it could be queried about recent CDC recommendations. 

Google Bard was examined in the context of the evolving area of drug non-adherence. 

Students started by testing Bard to identify all possible causes of non-adherence, then 

repeated the query, requesting the additional perspective of a clinical pharmacist 

responding to a healthcare professional seeking patient education materials. Finally, 

students developed a case study featuring a patient at risk of medication non-adherence 

for which one or both tools could be used in practice [27,28]. 

3.3. Data Analysis Tools 

Data analysis in AI covers tasks such as data access and extraction, data cleaning and 

preparation, algorithm evaluation and selection, and data visualization. These can be 

supported with various tools that are broadly applicable across subjects and domains, 

thus students should be encouraged to explore other tools, languages, and domains of 

study. Many institutions offer subscriptions to analytic tools such as JMP. However, it 

may be more practical to choose tools that do not incur licensing costs and leverage those 

offered by common learning management systems. Commercial tools can be introduced 

through discussion, with references to their use in the literature and advice for students 
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pursuing internships and jobs. Many institutions also provide access to the Anaconda 

Python platform, and free tools are available. 

3.4. Learning Management Systems 

Learning management system tools including Canvas, Blackboard, Moodle, and Google 

Classroom can serve an important role to provide asynchronous material to aid in 

conceptual understanding. Recorded videos, brief written descriptions or explanations, 

interactive quizzes, and other supporting documents to reinforce understanding are 

particularly well suited to this format. An example of this approach is providing 

introductory videos and written background of the natural language processing models 

students will use in a jigsaw exercise, so then the exercise itself can focus on application. 

Learning management systems are also capable of providing the venue for assessment 

and student introduction. An introductory lesson was designed using Google Forms 

which consisted of six short-answer questions, designed to expose students to practical 

applications of AI and determine student attitudes and prior knowledge. For assessment 

of acquired knowledge, students could be asked to identify differing AI applications or 

distinguish among models by writing appropriate prompts or coding in learning 

management system quizzes or exams. Lastly, surveys delivered through the learning 

management system can constantly capture student feedback about engagement and 

motivation in the course. 

4. Engaging Students with AI 

Student-centered approaches to teaching AI in pharmacy focus on engaging students in 

learning activities that stimulate curiosity and deepen understanding. Selected methods 

include workshops, hackathons, guest speakers, and active learning. Workshops allow 

students to learn implementation and basic coding skills through hands-on work. 

Hackathons further develop these skills through brief, competitive programming 

challenges. Expert speakers provide valuable real-world context and advice. Active 

learning engages students by organizing class activities around a case study involving 

AI, having students teach an AI topic to their peers, or using a flipped classroom 

approach [19,29-31]. 

Students are often more interested in AI than in other topics, possibly because it feels 

futuristic, time saving, and personally relevant. Curated resources that provide concrete 

examples of AI applications are useful. Drawing connections to students’ personal 

experiences and interests by using broad discussion questions and diverse pharmacy 

practice examples can increase engagement. Potential questions include: When do you 

use AI? What AI do you have in your daily life? Is AI already a part of your pharmacy 

practice? What are areas in pharmacy practice or your day-to-day life that AI could help? 
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4.1. Interactive Workshops 

Interactive workshops offer a valuable format for delivering student-centered instruction 

on artificial intelligence (AI) in pharmacy practice and pharmacy education. Such 

workshops provide small groups of pharmacy students with an overview of: key AI 

concepts and terminology relevant to pharmacy practice; AI projects currently employed 

or in development; potential applications in pharmacy practice; accepted pedagogical 

strategies for teaching AI in the pharmacy curriculum; commonly used tools for teaching 

AI in the pharmacy classroom; strategies for engaging students; assessment strategies; 

challenges associated with integration; and future directions for AI in pharmacy 

education. 

Incorporating a comprehensive outline of these topics enables students to apply learned 

content by collaborating in small groups to develop an AI application in pharmacy 

practice. Students may describe an AI application that meets a specific pharmacy need 

and identify tools and pedagogical strategies that effectively communicate the 

application to various stakeholders. Additional engagement features may include a brief 

survey administered prior to the workshop to gather baseline information from attendees 

and a panel discussion, with an active question-and-answer session, comprising experts 

from diverse pharmacy and healthcare backgrounds [32,33]. 

4.2. Hackathons and Competitions 

Interest in AI technologies required for use in pharmacy is increasing among pharmacy 

students; one survey of pharmacy students in the northeastern United States found that 

82% (n = 60/73) were interested in learning more about AI, with 81% (n = 59/73) 

noticing increased coverage of the topic within the pharmacy curricula. In one such 

effort, students at a northeastern U.S. College of Pharmacy engaged in active learning 

activities that involved a combination of surveying, asking for student feedback, and, 

most notably, organizing a hackathon to encourage interprofessional collaboration—

goals that appear to be aligned with those of the present endeavor. One recurring theme 

in AI curricula across disciplines is the use of hands-on projects. In one course, graduate 

students in data science and technology used a two-day hackathon to supplement an AI 

in healthcare course. 

A 2021 review of three-phase hackathons echoes the utility of such experiences in 

developing high-risk/high-reward biomedical products and services that include AI. But 

even mock-AI projects can increase motivation to master associated technologies. For 

example, before the onset of COVID-19, one AI workshop for medical students guided 

completion of a literature search and synthesis in the form of an abstract and two-slide 

presentation, culminating in student-led journal clubs. Investigators from the University 

of Michigan examined how medical students benefit from teaching AI to medical faculty 
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and showed that such "reverse education" can dispel misconceptions and improve 

understanding among the teacher-learner pair. 

4.3. Guest Lectures from Industry Experts 

The involvement of industry experts in artificial intelligence (AI) provides students with 

real-world applications of AI in the pharmaceutical sciences. Several reports describe 

the presentation of “guest lecturers from AI healthcare industry partners” in pharmacy 

education. This approach enables students to learn about recent advancements of AI in 

pharmacy and hear about specific real-world use cases [34-36]. 

In a 2021 article, Elson presented the AI challenges encountered by Deduce Health, a 

clinical platform designed to deliver cost savings and patient insights to pharmaceutical 

companies, payers, and providers. Recently, Dorajoo shared her experiences as a young 

AI product manager and her team’s role at GSK Operations in London in a presentation 

entitled “Democratizing AI.” She also discussed how AI and data enhancement allow 

GSK to see the bigger picture about the health of individuals, communities, and the 

planet. 

4.4. Peer Teaching Opportunities 

Peer teaching is an extremely valuable tool because teaching a subject requires a level 

of mastery that reading and studying alone does not. Students gain a more complete 

appreciation for new information through peer teaching. 

This was confirmed when Pharmacy students, selected as part of a pilot Teaching-as-

Research project, were trained to deliver the sector-neutral Digital Literacy workshop. 

Upon completion, they reported an increase in knowledge, skills, and confidence. They 

enjoyed the opportunity to support their fellow students and valued the experience of 

teaching and revisiting digital literacy topics. They indicated that peer delivery of the 

workshop may benefit digital literacy awareness and confidence of students in their 

disciplines. 

Engaging senior Pharmacy students in Artificial Intelligence teaching leverages their 

previous AI training and motivates them to pursue postgraduate AI qualifications. Their 

involvement can enhance the foundational AI knowledge of junior students, 

personalized to the Pharmacy curriculum and practice. 

5. Assessment Strategies for AI Learning 

Ensuring student learning is critical when designing and implementing learning 

experiences focused on AI in pharmacy. Assessment can be formative, summative, or 

project-based, initiated by either the instructor or the student. 
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It is generally advised to consider assessment during the design phase of an activity. This 

approach guarantees that the learning objectives guide content, instructional methods, 

and question types. Achieving constructive alignment prevents students from perceiving 

activities as isolated "add ons." Horizontal alignment, which occurs across courses in the 

same semester or year, and vertical alignment, spanning courses from the first to the 

final year, ensure that instructional approaches build logically on prior student 

knowledge and skills. 

5.1. Formative Assessments 

Formative assessments play a crucial role in AI teaching activities. In pre-workshop 

settings, they provide direction and outline goals for subgroups and individual students. 

Applied during workshops and hackathons, student interaction with key tools enables 

instructors to evaluate understanding and progress, thereby guiding subsequent steps. 

Student engagement is fostered through eye-catching activities such as games, coding, 

and presentation preparation. Such challenges also serve as formative assessments that 

encourage peer interaction in an active learning environment. Reflective formative 

assessments can be employed when students assume the teaching role, discussing 

concepts at a higher level and capturing their reflections and perceptions. 

Case studies create immersive learning environments that prompt students to revisit 

foundational concepts throughout an AI course. Peer evaluation—formative in nature—

allows students to assess each other's work, with vendor-provided answers or rubrics 

supporting the process. This method proves particularly beneficial when English 

language proficiency or communication skills are of interest. As a commonly used 

formative tactic, polling seeks general feedback on course design—reflecting on what is 

effective and what requires alteration. On a broader scale, scenario-based formative 

assignments help conceptualize practical applications of AI-driven pharmacy systems. 

5.2. Summative Assessments 

3.3. Summative Assessments 

Summative assessments occur at the end of courses or units to evaluate student 

competency. Traditional AI graduate course final examinations focus on multiple-choice 

questions and short answers that do not necessitate high-order reasoning or critical 

thinking, deviating from formal summative evaluations for AI inside Medicine. 

Problem-centered summative assessments include three-case designs. The AI in 

Healthcare Case Writing Competition engages teams to write cases on the healthcare 

applications of AI, judged by a panel including Deloitte's Chief Data Analytics Officer. 

Toward the end of an AI in medicine course, teams are charged to write and address a 

healthcare AI case study. Assigning undergraduate teams to identify health conditions 

and applications of AI, along with the associated challenges, creates a platform to pursue 

future hands-on AI education in health sciences. 
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Summative assessments are ideally conducted last, after students have mastered 

fundamental concepts. Collecting concept maps produced by students at the end of 

various active, collaborative, case-, and research-based introductory AI learning 

activities serves as a summative assessment. At course conclusion, student presentations 

on real-world AI integration in pharmacy education demonstrate comprehensive 

understanding. ‘‘Hands-on’’ AI educational activities within pharmacy curricula, 

particularly for students without computer science backgrounds, assess the extent to 

which students grasp basic AI principles in Food and Drug Administration and Central 

Drugs Standards Control Organization regulatory contexts. Recognizing and mitigating 

potential resistance stemming from inadequate AI knowledge is crucial in preparing 

future clinical pharmacists and community practice owners. 

5.3. Project-Based Assessments 

Innovative assessment methods keep students engaged and help faculty address 

challenges associated with AI content in a saturated curriculum. Engaging students in 

AI-related event planning, such as workshops and hackathons, develops supportive 

networks, promotes peer teaching, and counters introversion and discomfort with cloud-

based coding environments. Hosting AI-themed events also signals institutional support 

and fosters student integration. Inviting faculty or industry experts to share their AI 

journey and insights provides additional motivation and addresses apprehensions. 

Hands-on AI activities provided by student organizations ultimately culminate in 

projects that assess knowledge. Project-based assessments can be formative or 

summative. Formative approaches involve iterative feedback and refinement during the 

project. Summative evaluations are performed upon project completion. Assessment 

may focus on outcomes—accurate predictions or impressive applications—or processes, 

such as code readability, reuse of pretrained models, detailed methods sections, 

thoughtful discussion, and ethical considerations. A video presentation of project results 

accommodates large enrollments. Faculty guidance is critical for sustained student 

engagement. 

6. Challenges in Implementing AI in Pharmacy Education 

Artificial intelligence (AI) is everywhere—from smartphone digital assistants to social 

media platforms. In health care, the pharmaceutical industry is leveraging machine 

learning (ML) for drug discovery. In clinical pharmacy, AI-powered virtual health 

assistants are helping patients manage medications. In nuclear pharmacy, ML algorithms 

are enhancing the detection of abnormal cells. Given these varied real-world 

applications, as future practitioners in these fields, pharmacy students must be ready to 

deal with AI-powered technology. 
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Despite the increasingly prominent role of AI in the field, many pharmacy students are 

not receiving formal education on the appropriate use of these tools. Barriers to 

integrating AI into PharmD curricula include limited content, poor student engagement, 

inadequate faculty expertise, insufficient instructional resources, and lack of effective 

assessment methods. Overcoming these challenges requires curriculum and course 

redesign, expansion of technology availability, and adoption of new instructional 

strategies such as AI workshops, hackathons, expert lectures, and peer-teaching 

workshops. Interest in AI among pharmacy students can be maximized by ensuring 

relevance of educational activities, providing hands-on practice, incorporating active-

learning techniques, fostering collaborative learning, and utilizing case studies and 

flipped-classroom designs. 

6.1. Curriculum Development Issues 

Integrating Artificial Intelligence (AI) into pharmacy curricula presents several 

challenges, which should be identified and addressed with solutions. A review of the 

literature on teaching AI-related topics to health care students highlights common 

themes: start small, avoid technical details, integrate AI with current events, and solicit 

students’ opinions about the ethical aspects of AI. Several guiding principles for 

designing, implementing, and assessing an AI curriculum follow from these strategies. 

Several well-known pedagogies for engaging pharmacy students are aligned with AI in 

pharmacy. Active learning, which centers on student construction of knowledge, is 

naturally supported by AI activities such as developing and implementing AI algorithms, 

exploring ethical impacts, and predicting the future of the profession. Flipped or inverted 

classrooms involve students completing resource materials prior to attending sessions 

with the instructor. Collaborative or team-based strategies encourage students to interact 

with faculty and content experts to extend the learning process. Simulation activities 

allow students to apply their newly acquired knowledge, for instance, by automating 

their experiential learning process virtually. These approaches increase student 

engagement with AI topics. Case-based learning uses real examples or simulated 

scenarios to promote clinical decision making, supported by growing numbers of cases 

involving AI. Collectively, these methods foster student-centered approaches to teaching 

AI in pharmacy, consistent with best practices in health care education. 

6.2. Faculty Training and Support 

Faculty Training and Support At last, the rapid development of AI tools has led to 

growing use and awareness by students, often far ahead of educators and faculty. 

Students have identified AI as an integral part of their education and have requested 

greater detail on the topic. AI-related activities and assignments, whether elective, extra, 

or course-based, can be new and daunting for students without a deep business or 
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computer science background. Support and services for both educators and students can 

ensure the successful implementation of new topics and activities. 

Training and support options will vary widely based on the topic and complexity of the 

proposed activity. A live introductory workshop might be sufficient to orient students 

toward the topic, whereas an industry-sponsored hackathon may require support from 

multiple trained facilitators, technical assistants, and financial sponsorship. Introductory 

activities that focus on interacting with Class Chat, evaluation and interpretation of AI-

generated answers, and higher-level critical analysis are most feasible during the start of 

adoption. More advanced activities—such as utilizing AI for complex data analysis, 

prognostics, diagnostics, or patient-centered decision making—will require additional 

training in specialized AI-related topics, such as application programming interfaces 

(APIs), data scraping, writing prompts, and de novo AI model development. Many of 

the resources described in the section Tools for Teaching AI in Pharmacy can either 

serve as a direct introduction or enable a deeper exploration of more concrete concepts 

such as logistic regression. 

6.3. Student Resistance to New Technologies 

Student resistance is a common obstacle in the implementation of new technologies in 

education. With AI already an integral part of pharmacy practice and research, curricula 

must keep pace and demonstrate benefits to future pharmacists. While enthusiasm often 

leads early curricular innovations, the remaining majority of students may adopt a more 

sceptical or resistant attitude. Students also lack awareness of AI sources and risks; if 

not addressed early, errors can perpetuate and reinforce pharmacists' scepticism towards 

AI. 

Motivation has a significant impact on learning. External motivators might seem 

unethical yet can be effective; for example, MOOCs on AI are often expensive, so free 

courses supported by institutions may encourage participation. In the absence of 

institutional support, the sharing of AI educational resources is important. Institutions 

strained by the COVID-19 pandemic or regulation of AI technologies such as ChatGPT 

may deprioritize student motivation by emphasizing AI risks. Nonetheless, it is 

important to expect some degree of resistance and promote the benefits of AI in 

pharmacy practice and research. 

7. Future Directions for AI in Pharmacy Curriculum 

Artificial intelligence is adversely affecting many professions largely by obviating the 

need to hire people to perform routine tasks on a 24/7 basis. Medicine is no exception. 

Medical diagnosis and treatment recommendations are being made more accurate by AI. 

Diagnosis and prognosis of disease is becoming more accurate with AI applied to 

medical imaging. AI-driven clinical decision support programs improve clinical 
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workflow and provide personalized biomedical treatment recommendations. AI 

groupings such as deep learning and natural language processing help detect signals of 

adverse drug events in electronic health records. AI-powered clinical documentation is 

making enormous gains in freeing up physician time spent on paperwork and allowing 

physicians to focus on direct patient care. 

Pharmacy practice and care are significantly impacted by AI and should be integrated 

into didactic and experiential pharmacy curricula to prepare future pharmacists. 

However, additional pedagogical strategies, tools, and engaging methods for teaching 

AI in pharmacy have been addressed elsewhere. OSF HealthCare, a multi-hospital 

integrated delivery network in Illinois, initiated a pharmacy student learning program 

focused on assessing the feasibility of pharmacy student involvement in applying health-

system AI software. The OSF program plan included four components: scanning the 

horizon for AI innovations, strengthening partnerships with AI companies potentially 

affecting Pharmacy, exploring AI innovation through a student project, and educating 

and developing the future pharmacy workforce for AI. 

7.1. Emerging Trends in AI Technology 

Artificial intelligence (AI) is swiftly developing and impacting healthcare and pharmacy. 

As new concepts for the healthcare and pharmacy workforce are slowly being 

implemented, pharmacy schools are challenged to prepare future pharmacists for a 

rapidly evolving and technologically advanced practice environment. When new 

concepts are first introduced, pharmacy educators must consider how new advances can 

be incorporated into an already demanding curriculum. To be effective, concept 

introduction ideally spans several years and leverages a variety of teaching methods such 

as active learning, collaboration, and case-based examples. Potential AI-related 

activities include workshops, guarded-hospital-on-the-hill programs, hackathons, 

lectures by AI experts, and group projects. 

Tools facilitate AI instruction by implementing several pedagogical methods. They 

encompass AI software programs, simulation and data analysis platforms, and learning 

management systems (LMS). AI software automates specific functions like data 

analysis, image pattern recognition, natural language processing, robot control, and other 

tasks. AI-enhanced simulation platforms represent real-world scenarios and enable data 

manipulation for deeper understanding and application. A well-designed LMS supports 

the flipped classroom model by organizing learning materials, providing background 

information, and illustrating fundamental concepts. These tools help transform students 

from passive receivers into active managers of their education. 

7.2. Long-Term Impact on Pharmacy Practice 

AI has the potential not only to automate the repetitive functions but also to enhance the 

productivity and efficiency of the various healthcare practitioners. As clinical decision 
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support systems (CDSS) will be more mainstream in the future, pharmacists should 

understand how to interpret the results. Moreover, the new paradigm of the CDSS 

generating patient-specific recommendations, along with the Human–AI collaboration, 

again requires an understanding of AI principles. For these reasons, the pharmacy 

curricula should incorporate AI topics to prepare students for future practice. 

Incorporating AI into the pharmacy curricula can facilitate long-term change in practice; 

in particular, it may help students overcome the bias associated with AI implementation. 

The increased understanding of AI during their formative years can assist students in 

applying the technology to their practice. This can enable pharmacists to better respond 

to the rapidly evolving healthcare environment. 

8. Conclusion 

Artificial intelligence can fundamentally change how pharmacists’ practice. Having a 

strong foundational understanding of AI—what it is, how it works, and how it will 

impact pharmacy practice—should become a basic tenet of pharmacy education. As the 

number of AI-enabled pharmacy applications grows and more uses of AI are integrated 

into practice, it is important that students are adequately prepared. Using active and 

collaborative learning to teach AI in pharmacy can help students better build critical-

thinking skills and apply AI understanding in real-world scenarios. A diverse set of 

publicly available resources provides accessible approaches for incorporating teaching 

AI concepts into the pharmacy curriculum. 
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1. Introduction 

A Researcher’s Guide to Future Directions and Research Opportunities offers a 

comprehensive resource for exploring new areas in any discipline. This Introduction 

emphasizes that identifying directions is not merely about establishing broad objectives; 

it involves considering emerging sources of support for new types of research and 

appreciating the advantages of interactions with colleagues from other countries. A 

selection of specialized subject tools gathers information on current funding initiatives, 

recent collaborative projects, and the dynamic evolution of global polities that shape the 

future of research. 

Professionals frequently confront unforeseen developments in their own discipline, as 

well as intriguing proposals and thrilling discoveries in others. With the increasing 

importance of interdisciplinary research, especially when it involves collaboration with 

international colleagues, a methodical exploration of suggested future directions can 

greatly aid in formulating a plan for upcoming projects. Such guidance is pivotal in 

securing funding—regardless of whether it originates from national sources or more 

international pools—and in addressing the complex challenges of funding within a 

global environment. 

2. Interdisciplinary Integration 

One way forward for those who want to quickly move themselves or their research 

forward is to explore opportunities within their own organisations, or associated 

organisations, and to attempt to connect two or more seemingly often very separate or 

disparate groups of researchers or research ideas. Indeed, the benefits of such cross-
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pollination of ideas are often emphasised. Some of the early-stage ideas might seem a 

little ‘‘floated in space’’, particularly when they come from the research side rather than 

from the innovative application side. However, coming up with genuinely new ideas 

requires broad exploration of what appears impossible, impossible, or improbable in 

order to identify the really new concepts. Other examples of starting on new paths 

towards new concepts and ideas are provided later in the context of future funding and 

results from early-stage drawing of connections for more interdisciplinary work. 

Another way forward is to be brave, to march firmly and with enthusiasm along the same 

route as until now because one can see that this might lead to interesting discoveries, and 

to looking out for current actual or speculative research from other groups that is close 

to, but not yet intersecting with, one’s own research area. Using different search engines 

or using the same engine with other sets of search terms or other combinations of search 

terms often helps, but speaking to other colleagues is also a very good way to look 

around current interesting research areas for possible new avenues. However, it is often 

more realistic—pragmatically speaking—to look for gaps or niches rather than for 

crossover between two differ- ing approaches. Consideration of possible funding 

opportunities in these near-environment areas is also useful. 

2.1. The Importance of Interdisciplinary Approaches 

Many research questions defy a solution when examined by one discipline alone. For 

instance, a proposed fusion of AI and neuroscience appeared across six prominent 

computer science conferences, ranging from computer vision and pattern recognition to 

human-computer interaction, demonstrating the potential for interdisciplinary 

integration to overcome traditional wisdom [1,2]. Why then is more interdisciplinary 

research not occurring? Funding agencies at the US federal level appear to support such 

research; however, cross-disciplinary ideas are largely ignored by some conferences' 

distributors and, when collected, may receive below-average citations. Given that 

advanced integration tends to foster foundational breakthroughs, these barriers could 

restrict avenues for scientific discovery [3-5]. A systematic study of interdisciplinary 

integration and its impact on novelty, growth, and expertise can inform scholars, 

program managers, and conference organizers to encourage idea integration and promote 

transformative discoveries. 

2.2. Case Studies of Successful Integration 

Interdisciplinary Integrations are crucial for future innovation. Although the need is 

great, they remain difficult to achieve. Consider the important case of Brain Research 

(i.e., understanding the brain and nervous system). Funding is flowing; new advances in 

technology (devices and instruments) offer new capabilities. Yet there are enormous 

obstacles: how does one integrate the vastly different language, style, and time constant 

of leading investigators with a rapid pace of change in enabling technologies? 
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Nevertheless, the call for interdisciplinary work continues. At the same time, 

international collaborations are growing; the question is how to best integrate the 

globalization push with the interdisciplinary challenge. 

The case of cognitive engineering or brain research is representative: the goal is to 

understand how the brain and nervous system enable human beings to complete their 

daily tasks. A society of individuals with damaged brains is inherently unproductive. If 

we wish to live more than the biological 40 or 50 years of typical functionality, the 

increase in longevity will require an increased understanding of the human brain and 

nervous system and the development of devices or instruments that rely on this 

understanding. The most effective devices will be those that are natural and fit 

seamlessly into the brain; i.e., Neurofacilitator Devices that actually help brain or nerve 

functions. 

2.3. Challenges in Interdisciplinary Research 

Interdisciplinary research is widely regarded as essential to achieve the broad scope and 

balance required for innovation at the frontiers of knowledge. However, the integration 

of disciplines and the involvement of business and public collaborators, as indicated in 

recent case studies, are often more complex and far from optimal [6,7]. It is well 

understood that the ability of a leader to manage effectively an interdisciplinary team 

can be decisive for project success. Leaders need to be able to cross disciplinary 

boundaries, manage differences in research traditions and priorities, and face additional 

demands beyond those related to disciplinary expertise [2,8-10]. They also should be 

prepared for aspects such as coordinating funding, administration, and legal processes, 

taking special care during the early phase of a project, when planning instruments 

become more critical and failure may crucially affect an entire project. 

Despite these leadership requirements, full integration towards research partnerships 

faces several barriers. Differences in terminology and especially incompatible 

methodologies or experimental approaches can impede productive exchanges of 

knowledge and ideas. In addition, internal disparities in culture, motivation, evaluation 

criteria, and perceived benefits of collaboration have to be addressed when engaging 

with business and public collaborators. Institutions should examine structures to promote 

and foster specialized forms of innovation-friendly research networks and should 

establish specific measures to encourage researchers to seek multidisciplinary support 

through such networks. 

3. Funding Trends 

The funding of research quietly shapes most investigations in every discipline, and as 

funding priorities adapt, new avenues open up. Within an emerging funding trend toward 

sustainability goals that include environmental, social, and economic dimensions, new 
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and indeed surprising research opportunities appear [1,11-12]. When research goals 

address sustainability and must pursue a framework of economic, social, and 

environmental dimensions, public and private sources of funding begin to consider not 

only technical aspects but also the social dynamics that underlie market demands for 

socially supported goods or services. This opportunity is especially prominent for 

engineering, and the trend is not limited to engineers alone. 

Interdisciplinary aspects of the impact of public and social aspects of new policies, 

technology, or products prompt public funding sponsors to seek global collaborations 

that fund multi-partner research projects bridging Asia, Europe, and the United States, 

especially on environmental technologies. Such collaborations underscore the need for 

a strategic rather than tactical approach, as long-term relationships enhance credibility 

and visibility, thereby strengthening proposals to these sponsoring agencies. 

3.1. Current Funding Landscape 

Funding constitutes a crucial component for advancing any field of research. It propels 

innovation and supports research professionals in their quest for knowledge. Without 

sustainable funding streams—covering necessities such as salaries, research 

infrastructure, equipment, and materials—many ideas might remain unexplored. 

Research policies also influence funding priorities and amounts. Shifts in funding 

priorities and public interest have recently influenced some research trajectories, yet 

several unique research initiatives continue to captivate wide interest and benefit from 

evolving sources of support [13-15]. 

In the current funding landscape, a high level of research support indicates a prosperous 

society capable of offering superior services to its citizens. Conversely, limited funding 

challenges innovation despite imaginative ideas. In the associations under consideration, 

funding emerges as a pivotal factor in exploring future directions and opportunities. The 

text therefore considers how recent developments have shaped support for such research 

and identifies priorities likely to become paramount in future funding agendas. 

3.2. Emerging Funding Sources 

New lines of research are typically driven by innovative ideas and approaches—

frequently emerging at the interstices of different scientific fields. The integration of 

concepts, knowledge, and methods from different disciplines allows the tackling of 

complex problems, from different perspectives [16,17]. A series of key examples—

entailing cognitive science, nanoscience, nuclear science, and climate change—

underscores how interdisciplinary approaches represent fundamental drivers of 

innovation. On the other hand, diverse difficulties may seriously challenge the success 

of the integration process. Recent funding trends in the USA underscore how an 

insufficient focus on the novel dimension of support programs can meta-inhibit the 
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integration process. The pursuit of a balanced funding policy emerges as the principal 

path to guarantee the birth and survival of new research areas in the future. 

An increasing number of important research areas require the establishment of a well-

defined international framework [12,18-20]. Successful collaboration among research 

groups operating in different countries usually entails: sharing of physical resources and 

databases; financing through joint research programs; harmonization of projects and of 

operational procedures; definition of common standards; definition of networks and of 

service itineraries, also relying on the geographical position of the involved groups; 

sharing of activities related to education and training; support for the mobility of 

personnel; and dissemination of the obtained scientific results through school. The 

setting-up of an overarching coordination structure can serve as a suitable approach for 

ensuring uniform progress and viability of a research area at the international level. 

3.3. Impact of Funding on Research Directions 

Funding is a vital element of the research ecosystem. Identifying potential sources of 

funding and steering research might encourage researchers to enter new areas. 

The influence of funding scales on research directions is self-evident. FY2021 saw a 

record $54.5 billion budget for the U.S. National Science Foundation, supporting 

fundamental research across almost every field of science. NSF CISE's focus on areas 

such as interconnected device ecosystems and intelligent technologies is expected to 

guide the development of innovative information technology and applications. 

Among the NSF directorates, which covers the natural sciences and engineering, 

CAREER awards are considered a foundation of academic careers. Each area exhibits 

distinct characteristics, with some tending towards interdisciplinary funding while others 

remain more domain-specific. Furthermore, the phenomenon of interdisciplinarity 

affecting career growth, with positive influence observed in the initial years and potential 

negative effects for late-career researchers, has been empirically studied. 

Computer science, a discipline fundamentally rooted in engineering applications, has 

experienced steady annual growth in funding, in stark contrast to the stagnation observed 

in many other areas influenced by economic factors. Projects integrating computational 

methods in physics or biology are typically funded under respective directorates such as 

NSF PHY and NSF BIO. Within the computer science community, methodological 

advancements in machine learning have attracted projects from a broad spectrum of 

domains. 
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4. Global Collaborations 

Engaging in global collaborative research offers remarkable advantages, as delineated 

in Section 3. Facilitation is particularly effective when collaboration managers adhere to 

a set of guiding principles informed by established cognitive and social science research, 

including the works of Sara Kiesler and Lee Sproull. Such frameworks have been—

either implicitly or explicitly—employed in the success of major research collaborations, 

encompassing the World-wide LHC Computing Grid, the Hubble project, the Manhattan 

Project, and the more recent Event Horizon Telescope Initiative. 

Synergistic global collaboration serves as a potent antidote to the fragmentation endemic 

in overspecialized research disciplines, thereby promoting a more balanced evolution of 

human knowledge [21-23]. The NASA Astrobiology Institute exemplifies an intellectual 

structure designed to enable distributed world-wide teams to tackle intrinsically cross-

disciplinary questions in human exploration and beyond. In the USA, the NSF and other 

national funding agencies provide extensive support for research collaboration. Chinese 

initiatives, such as the Thousand Talents Plan, actively recruit experts for global 

scholarly exchange [24,25]. The Sino-Serbian bilateral collaborative research project 

resides within this strategic framework. Collaborative efforts also tend to benefit from 

multilateral alliances; China, for instance, is a key member of the BRICS and the 

Shanghai Cooperation Organization. 

4.1. Benefits of Global Partnerships 

Benefits of Global Partnerships 

As the 21st century ushers in increased interconnection and interdependence, few areas 

stand to gain more from the convergence of international cooperation than research and 

innovation. Present-day challenges confront leaders, organisations, and communities 

worldwide. Issues—from climate change, unforeseen pandemics, and drug-resistant 

bacteria to poverty—transcend borders, rendering the spread of SARS-CoV-2 a tragic 

reminder of our global vulnerability [26-28]. 

By bringing together complementary expertise and perspectives, pooling financial and 

physical resources, and sharing risks, transnational partnerships can take on problems 

too large in scope or scale for a single expert, organisation, or nation. The benefits that 

accompany such global collaborations have sparked interest among all major research 

funding agencies, prompting policies designed to facilitate partnerships across nations 

and establish multilateral support dedicated to addressing global challenges. Experience 

suggests that successful global-issue collaborations require strong themes or niches with 

a clear global significance, the involvement of funding agencies with common interests 

and the inclination to establish joint or co-funding arrangements, enduring trust-based 

relationships among research partners, and environmentally sensitive considerations. 
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4.2. Key International Research Initiatives 

With some exceptions, the financial resources necessary to fund ambitious and important 

focused initiatives directed at major problems facing society in the 21st century do not 

currently exist. The reality is that although the scope of these initiatives is likely to be 

international, with participation by the very best research groups regardless of 

geographic location, the major funding organizations are governmental and have 

national priorities [29-31]. Nevertheless, the history of the planet and the contemporary 

nature of society dictate that these challenges will be met, with the research leadership 

provided by groups in the wealthiest and most developed major countries.As illustrated 

in chapter 3, examples of collaborative international efforts involving carefully selected 

groups of experts are now emerging in some venues, as well as first steps toward the 

major initiatives that the research community identifies as most important. Such 

examples include the human genome project supported by the U.S. Department of 

Energy and National Institutes of Health, the ColumbiaPs Earth Systems Science 

Program, the worldwide Global Change Research Program initiated by the International 

Council of Scientific Unions, and multinational programs such as the U.S. Stapp Car 

Crash project, demonstrating that funding agencies can cooperate when it is in the 

perceived national interest.Carefully considered focused initiatives aimed at major 

problems of the 21st century will require the joint support of different agencies within 

the same country and of agencies from different countries. It will also be critical to define 

the research issues carefully so that proposed projects are within the competence of those 

groups involved and represent the highest priorities for the longer-term applications. 

Furthermore, researcher-identified initiatives are more likely to succeed. 

4.3. Strategies for Effective Collaboration 

Research and innovation strategies are evolving to maximize the benefits of global 

collaboration. Major stakeholders on a global scale include, for example, the Innovation 

Union in Europe, the Materials Genome Initiative in the USA, and the High Tech 

Strategy in Germany. Research networks have played a central role in a good number of 

projects in the Collaborative Research Center Transregio 75 at the University of 

Erlangen-Nürnberg and the spread of collaboration beyond the borders of academia has 

been discussed. Strategies that nevertheless helped to manage and frame the ongoing 

expansion of the network can be outlined. The goals are to enhance productivity and 

reduce the additional management overhead that collaboration requires. 

A broader base of funding has helped to keep the expansion ongoing, from EC 

Framework in the early years to a mixture of EU Framework, DFG and industry funding 

today. Provided that funding likewise supports the other aspects mentioned here, these 

discussions may also be transferable to other research fields [3,32,33]. The recent 

expansion in collaborations and connections has raised fundamental questions that all 

researchers contend with sooner or later: How can Collaborations be managed? How can 
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they still serve their main purpose of supporting the search for new results without 

becoming time-consuming, tedious and counterproductive? 

5. Future Research Opportunities 

Identifying future research opportunities entails extrapolating from emerging trends and 

technologies. Research in agriculture, education, energy, information and 

communication technology, manufacturing, mining, pharmaceutical, science and 

technology, and services is indispensable for a country's growth and development. 

Although the Fourth Industrial Revolution has been in full swing for the last decade, the 

challenges associated with it remain to be fully addressed. Futuristic plans need to be 

prepared with sustainability as the key principle [4,34-36]. As the challenge for India is 

to create billion jobs by 2030, focus will be very much user driven and it will require 

collaborative efforts between technologists, economists, social scientists, psychologists, 

and other groups to find solution strategies. 

The funding scenario is also in flux due to changing priorities and preferences of 

different sponsoring agencies, governments, educational institutions, and industry. 

Innovative ideas with a futuristic orientation, which show the potential for destressing 

resource-deficient areas of society, are likely to get preference. Global collaboration in 

research is indeed desirable and it has been shown that it gives better results with higher 

number of international publications, citations, and h-index. Hence, every possible 

opportunity for identifying useful and deserving partnership should be explored and 

appropriate strategies for executing such collaborations should be explored. 

5.1. Identifying Emerging Trends 

Given voluminous activities worldwide with hundreds of imagination and thought-

provoking ideas, possibilities of what to focus on are endless. The following outline 

arises from a combination of stated suggestions by distinguished authors and the unique 

impression derived from above analyses. It becomes obvious that rapidly growing 

disciplines related to sustainability warrant future consideration and that funding 

injections are conducive to novel research directions [37-38]. The role of enhanced 

collaborations, especially across national boundaries, is also undeniable. Any research 

direction bears potential risks and challenges; the future not only shifts constantly, but 

also often delivers surprises, both desired and undesired. 

Unsurprisingly, currently emphasized research areas also imply potential prospects for 

the future. Indeed, the sustainability theme will likely remain the focal point of much 

research for years to come. Funding injections at both federal and private-sector levels 

have the capacity to excite, orient, and shape perceptions and appreciations of future 

challenges and opportunities. The arena of pursuits expands alongside the numbers and 

strengths of participants. Special attention given to natural-product research forecasts 
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great interest in discovering yet-unexplored treasures of nature. Advancements in new-

material synthesis and the development of new technologies are particularly intriguing, 

especially in the wake of the global COVID-19 pandemic. It is noteworthy that the 

largest clusters identified through keyword analyses in top journals coalesce around 

sustainability, material, and approach categories, an outcome. The unquestionably 

important and enduring value of increased worldwide collaboration is highlighted by the 

difficulties that arise when pandemics hinder such cooperative endeavors, especially in 

endeavors that require physical presence. 

5.2. Leveraging Technology in Research 

Technology is the building block of our research. Current research is possible with 

almost no effort due to the existence of the Technology. It helps to do our research well. 

Future directions in research are emerging because of the rapid development of 

technology and its applications. Recent trends such as the rapid development of 

Information and Communication Technology ( ITC), rising demand to protect the 

environment, new concerns about climate change and measures to counter that, 

awareness about the shortage of fossil fuels and the need to harness non-conventional 

sources of energy, increasing interest in scientific research and development, and 

innovative discoveries in the fields of science and technology are directing research 

activities. Government interest and funding support are also drawing in more scientists 

to come forward and devote their time and talent for research that benefits the society 

and the world as a whole. 

Growing demand for committed research on energy, environment and climate change 

problems is reflected in research priorities of different countries of the world. 

Organizations such as the United Nations, European Community, United States 

Department of Energy, United States Climate Change program, Japan Government, and 

other important organizations of the world have increased their budget support for 

research projects that address global climate change and environmental protection. 

Researchers from the three important sectors — academic, industrial and governmental 

— who represent the base of the structure of any country, need to explore newer 

opportunities, fresh challenges and alternatives for resolving energy crises, addressing 

environmental issues and mapping policies for climate change through committed 

research. 

5.3. Sustainability in Research Practices 

Many funding agencies have started to integrate sustainability criteria into their grant 

guidelines, marking a significant shift in research priorities. Germany's Deutsche 

Forschungsgemeinschaft (DFG), for example, represents a growing number of 

institutions demanding compliance with these criteria. Researchers applying for funding 

are now required to elaborate on how their work contributes to long-term environmental, 
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social, and economic sustainability. This change in funding requirements compels 

researchers in nearly all disciplines to invest more thought into sustainability aspects. 

By aligning their projects with sustainability objectives, researchers become more 

attuned to the external impact of their work, adopting decision-making bases that 

account for future consequences. This process not only broadens the project's scope but 

also fosters closer cooperation with subject-matter experts in sustainability, paving the 

way for interdisciplinary integration. The increasing number of scientists responding to 

these calls for action signals a positive shift for the research community as a whole. 

A recurring theme in discussions with other scholars has been the value of collaborative 

efforts on future-oriented projects. The presence of funding and other formal support is 

critical for ensuring the long-term development of such initiatives. The ideas and 

recommendations presented here are intended to guide decision makers, such as reform 

committees, funding agencies, and governmental bodies, in allocating resources that 

enable researchers to pursue paths crucial for societal development. 

6. Policy Implications 

As government agencies continue to invest large amounts of funding to address societal 

challenges, the role of policy in steering research and in shaping funding mechanisms 

and priorities remains a critical factor in defining future directions and opportunities. 

The advent of many policy changes limits the sole focus on physical research outputs by 

including the support of socioeconomic benefits. The Biodiversity Intactness Index (BII) 

is one example of a physical science application that addresses this new focus. It has 

been endorsed by a number of UK partners (including the Government Office of Science, 

UK National Ecosystem Assessment, JNCC, NIERSC, and Defra) and helps to illustrate 

how physical sciences are supporting envisaged future policy directives. 

6.1. Influence of Policy on Research Funding 

The exploration of future directions and research opportunities in any field benefits from 

an initial review of the role of policy in research funding, including associated matters 

such as interdisciplinary integration and global collaboration. These elements are 

especially tightly linked, since policy at its core expresses or reflects the political 

direction of a country or countries and their governments. Such political direction 

influences policy regarding availability of research funding and its distribution among 

disciplines and research topics. Furthermore, the political direction of each country or 

government influences their current relationship with other countries or governments, 

which also impacts the availability of funding for a country's researchers to collaborate 

with and work within other countries.2 
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Integrating perspectives and expertise across disciplines is widely recognized as a path 

towards innovative scientific research, novel business model development, and the 

effective application of technology that together create societal and economic value. 

Successful cases of such integration can be found worldwide and across different fields, 

including civil engineering and architecture, social sciences, physical sciences, medicine 

and health, and performance arts. However, such integration remains challenging in the 

absence of systematic institution support and funding. As all policymakers and 

campaigners have repeatedly emphasized, money is a major motivator. 

6.2. Global Policies Affecting Research Collaboration 

Global collaborative research initiatives provide great opportunities for generating 

novel, breakthrough discoveries. Such collaboration is so often hindered by national 

security concerns, of course, that it is almost never fully realized. These concerns are 

understandable, and attempts either to legislate funding policies that allow collaboration 

with potentially dangerous players or to monitor collaborative projects and prevent 

breaches of national interests are generally accompanied by heavy-handed oversight of 

research relationships. 

Today, however, these security concerns are being eclipsed by emerging policies that 

promote collaboration globally, particularly for funding sustainability- and climate-

related research. President Biden’s Build Back Better proposal, for example, includes 

specific sustainability research initiatives with a strong bipartisan component. 

Furthermore, the Biden administration seeks to upgrade the U.S. position on climate 

research, aiming to recapture the U.S. leadership role that waned after the Obama 

presidency. There is also strong international interest, with Canada, the U.K., and the 

E.U. leading the way, with several programs targeting the development of more 

sustainable aviation technologies. The resulting climate policies appear not only as a 

means of addressing energy security but also as a potential source of energy 

independence. For the U.S. and other energy-importing countries, the relevant policies 

even include support for enhanced domestic fossil-fuel production as a hedge while 

trying to transition as rapidly as possible to clean renewable energy. The power of these 

sustainability-driven motivations will likely push enhancements to existing 

collaboration policies farther and faster than anticipated. 

7. Ethical Considerations 

Ethical issues arise on several levels when interdisciplinary integration of fundamental 

research is considered. Researchers often operate within what are referred to as 

Paradigms—backgrounds of core beliefs about the world. Although this conceptual 

framework is useful in advancing knowledge in individual disciplines, the explicit or 

tacit acknowledgment of one’s own paradigm and the openness to the contributions of 
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other paradigms are of critical importance in linking the disciplines to create an 

integrated approach. The intent of interdisciplinary interaction is not to change the 

fundamental beliefs in each Paradigm, but to be willing to look outside one’s own beliefs 

to learn from the findings and insights from other Paradigms. This methodology is 

required at the individual level, but also needs to be encouraged at the institutional level 

by funding agencies and academic research institutions. 

The potential of global collaborative research to advance major breakthroughs creates 

additional ethical implications associated with geographic boundaries. In recent decades, 

government funding agencies have emphasized the importance of international 

collaboration in addressing the grand-challenge problems. The sharing of intellectual 

efforts, socioeconomic expertise, infrastructure, competition, and networking enriches 

all participants and broadens the impact of the ideas. Consequently, complementary 

governmental policies—whether related to research ethics, travel, procurement, 

technology transfer, intellectual-property rights, or export controls—need to be 

synchronized so as not to inhibit the willingness and ability of researchers to interact 

across national boundaries. 

7.1. Ethics in Interdisciplinary Research 

The growing importance of interdisciplinary integration highlights the need for caution. 

Funding always reflects the will of the funder, creates incentives for researchers, and 

prioritizes certain types of research. That is why changes in the sources of research 

funding also have strong implications for the essence of science and for scientists. For 

example, severe cuts in military research funding after the Cold War forced many 

researchers to redirect their efforts to other fields. Most new sources of research funding 

have arisen in areas considered to be of great significance for social and economic 

development, such as communications, energy, bioinformatics, and the environment. 

These areas create attractive topics for research based on practical problems. Potential 

future research opportunities for all disciplines will be shaped to some extent by these 

funding trends. 

Globalization has brought new instruments into the research process, particularly 

concerning the management of research projects and the use of different channels 

through which research teams, knowledge, and resources are managed, organized, and 

employed. The identity of the most promising projects and funding agencies is quite 

dynamic and changes dramatically over time. Nowadays many important research 

initiatives are organized on an international scale, requiring not only the integration of 

teams and budgets but also cultural conditions for the efficient operation of the project, 

which is often achievable only through long-term personal cooperation and its resulting 

networks. Interdisciplinary oriented research is more sensitive to these conditions, as 
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different sources of knowledge must be integrated. Effective international research 

cooperation must be multidisciplinary in nature. 

7.2. Global Ethics in Collaborative Projects 

The acceleration of interdisciplinary approaches and the establishment of funding 

networks advance the research process and create new challenges. Upcoming projects 

will address ethical questions arising from these changes. Yet, projects do not operate in 

a global vacuum. Researchers from various regions might approach the question in a 

reasonable manner, but important insights and information from other regions could be 

missing. The latter becomes apparent when projects cross-reference related studies from 

other regions. To mitigate such effects, pursuing ethical questions is particularly 

effective when pursued within a global context. 

The rapid expansion of funding for high-priority research areas defines a new paradigm 

for the current time and decade. The main reason is the increased funding deployed for 

specific hyphen-projects derived from the current Funding-Priority chart. These 

evolving projects produce proposals, plans, and roadmaps that define the near-future 

agenda for the research community. When members of the scientific community embark 

on these projects, different, more or less advanced, stages of these roadmaps and 

proposed plans for advanced products are integrated into the evaluated performance. 

Partly, these contributors entered their efforts into the long-term roadmap. Research and 

development towards innovative structures can be found in corresponding published 

roadmaps and plans. 

Understanding the factors that influence the evaluation of granted proposals and the 

funding distribution creates new research opportunities that transcend traditional 

physical and institutional boundaries. Efforts to evolve the knowledge and funding 

paradigm should examine the processes that constitute the standard and interval of 

funding bursts for major crises, rather than merely pursuing a major breakthrough for a 

single structure. A roadmap describing an innovative technology for a multi-functional 

advanced industrial application represents a different case. Such a roadmap distinguishes 

the latino perspective of adaptation and interpretation from the more developed original 

frontier idea at the core of ethnic heritage. In practical terms, the global knowledge 

society must link developed and undeveloped areas to establish a universal standard that 

supports the universal spirit of science evolution. 

8. Conclusion 

Future directions and research opportunities remain at the forefront for academics 

seeking inspiration in their work. Following two key principles—discussion inspired by 

relevant academic contributions and a shying away from generalisations—three specific 

areas emerge as synergic conditions for the realisation of future opportunities: the need 
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for sufficient funding, interdisciplinarity, and global collaboration. Interdisciplinarity 

introduces new areas of application, thereby increasing the probability of achieving 

funding support. Securing sufficient funding is essential for maintaining life-cycle 

investments in the development paths of research topics. 

Interdisciplinarity and global collaboration foster innovative approaches that make 

research more attractive to funding agencies. Global collaboration provides access to a 

greater pool of resources and attracts additional funding, enabling research activities 

otherwise unattainable through single-country efforts. By diversifying funding sources, 

international collaborations increase resilience against fluctuations in national funding 

budgets, ensuring the continuity of ongoing projects. It is also necessary to address 

governance structures that can either hinder or facilitate both interdisciplinarity and 

global collaboration. 
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